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#### Abstract

In this study, we consider a particular version of the hybrid flexible flow shop (HFFS) scheduling problem, inspired from a real-life application in a printing industry. The considered problem is a variation of the classical Flow shop problem, in which specific constraints are jointly considered, such as nonidentical parallel machines, sequence-dependent setups on machines, machine eligibility, and precedence constraints among jobs, in order to minimize the total tardiness time. After a problem description, a mathematical model, in form of mixed integer linear programming (MILP) model, that incorporates these aspects is developed and evaluated using ILOG Cplex software.
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## 1. INTRODUCTION

A flow shop problem refers to a multi-stage process in which each stage has a single processor. The flow shop occurs for repeated production, when all jobs visit the stages in the same order with the same processing operations.
However, in real world applications, there are many variations of this traditional flow shop structure, one of them is the hybrid flow shop (HFS), in which stages may consist of several identical or non-identical processors in parallel (at least one stage with more than one processor). The purpose is to balance capacity and cycle time among stages, as well as reduce bottleneck issues (Zhang et al., 2021). Theoretically, the classical flow shop assume that all jobs need to visit all stages. However, in practice, each job might skip stages. HFS scheduling problem with stage skipping is also called hybrid flexible flow shop problem (HFFS). This ability of skipping stages, enhances the performance of the model for adapting to the real industrial environments. Applications of such industrial environments, is found in all kinds of real world applications, including food processing industry, ceramic tile manufacturing, the processing of wood, paper, textile, steel (Long et al., 2018a) and robotics (Batur et al., 2016), (Naderi et al. 2014).
This paper considers a hybrid flexible flow shop scheduling problem (HFFS), inspired from a real-life application in packaging industry. It is a combination of the classical flow shop scheduling problem and the parallel machines scheduling problem. Indeed, the purpose is to determine a schedule which optimizes a given objective function.
The problem under consideration is NP-hard, since even the HFS restricted to two processing stages, even in the case when one stage contains a single machine and the other one two machines, is NP-hard (Ruiz \& Maroto, 2006).

Note that This research is motivated by a practical need for operations scheduling at a packaging company in France. Since the firm adopt a Make to order strategy, it is important to minimize the total delay, so that the process can operate effectively, and the initial delivery due date can be respected. The process under study is characterized by several features, these include: unrelated parallel machines at each stage, sequence dependent setup times, machine eligibility, precedence constraints among jobs and job splitting,
By adding sequence-dependent setup times $\left(S T_{s d}\right)$ to our problem, it becomes more functional. Because in practice when the execution of a job is finished on a machine, some setups are required for next jobs. $S T_{s d}$ depends on the machine, the job that the machine was processing and the one to be processed An example of $S T_{s d}$ in the studied industry, after printing with a black ink, deep cleaning must be performed if the job that comes next is printed with a white ink, while less cleaning is necessary if the next job is to print in dark grey. Setup times may involve operations that have to be performed on machines other than cleaning, such us adjustments to machines, fixing or a replacing a part of a machine.
Another important feature of our problem is that each job can be split into job sections, which can be processed simultaneously on different machines. The difference between job splitting and preemption is that job sections cannot be processed on different machines simultaneously if only preemption is allowed (Nait Tahar et al., 2006).
In summary, the main contributions of this study can be described as follows: considering stage skipping, sequence dependent setup times and all the above cited restrictions and characteristics, can satisfy the production requirements of several FHFS packaging plants; Also, a new formulation along with a mixed integer mathematical model for this problem that tackles highly realistic HFFS scheduling problem, is proposed. To the best of our knowledge, no works exists that jointly
consider the set of realistic constraints included in the problem formulation of this paper.
The remainder of this paper is organized as follows. Section 2 gives a comprehensive review of the existing literature about the problem considered in this study. The production process and the scheduling problem are described in Section 3. Section 4, develops the mixed integer linear programming (MILP) mathematical model for solving the HFFS problem with total tardiness criterion. Numerical results are reported in Section 5. Finally, the last section concludes the paper and gives future research directions.

## 2. LITTERATURE REVIEW

The first studies on HFFS problem dates from the seventies through the work of Salvador (Salvador, 1973). This type of problem has received continuous interest from researchers.
Many works have been performed on the subject, various constraints have been taken into account and different criteria have been studied. Many solution algorithms have been presented. They can be divided into three categories: exact algorithms, heuristics and meta-heuristics.
(Kochhar \& Morris, 1987) provide a local search approach to a realistic flexible flow line problem environment with setups, buffer capacities, blocking, starvation, breakdowns and downtimes. (Kurz \& Askin, 2004) develop new or modified heuristics to solve a flexible flow line problem with identical parallel machines, non-anticipatory sequence-dependent setup times and the objective of makespan minimization. (Ruiz \& Stützle, 2008) proposed two iterated greedy heuristics for a complex flowshop problem that results from the consideration of sequence dependent setups, considering two different optimization objectives, the minimization of both makespan and the total weighted tardiness. (Ruiz et al., 2008) propose a MIP model and some heuristics for a HFFS problem with sequence-dependent setup times, machine lags, release dates, machine eligibility and precedence relationships among jobs. The optimization criterion considered is the minimization of the makespan. (Bashir Naderi et al., 2010) study the HFFS with sequence dependent setups. The optimization criterion considered is makespan minimization. They propose two advanced algorithms that specifically deal with the flexible and setup characteristics of this problem. (B. Naderi et al., 2014) provide four different MILP models. Besides these later,
they propose a novel hybrid particle swarm optimization algorithm equipped with an acceptance criterion and a local search heuristic. Long et al. 2018b, address a realistic hybrid flow shop scheduling problem with stage skipping and adjustable processing time in steelmaking. The optimization objectives include minimizing the makespan, the total waiting times and the deviation of the processing time. Khare and Agrawal 2019 study a HFS problem with sequence-dependent setup times to minimize total weighted earliness and tardiness. three metaheuristics were proposed, namely: hybrid squirrel search algorithm (HSSA), opposition-based whale optimization algorithm (OBWOA), and discrete grey wolf optimization (DGWO). Another scheduling problem from industry is presented recently by (Burcin Ozsoydan \& Sağir, 2021), they provide a learning iterated greedy search metaheuristic to minimize the maximum completion time in a hybrid flexible flowshop problem with sequence dependent setup times.
A fair amount of the research that has been performed on HFFS scheduling has focused on a variety of objectives, ranging from minimizing the maximum completion time, the maximum tardiness and earliness and the total waiting time. Although many realistic considerations and constraints are addressed in several papers in literature, however very few papers consider such realistic constraints jointly.

## 3. PROBLEM STATEMENT

Our study is conducted in a packaging printing company based in France. Which produces, converts and prints flexible packaging. Some examples of products manufactured are: pouches, reels, sheets and labels. Each product goes through several processing operations depending on its product family or manufacturing operating range, such as printing, coating, perforation and winding. The task of planning and scheduling the work is very complex, a perfect knowledge of the problem is necessary to assist in these tasks.
For clarity of exposition, the studied configuration can be characterized as a make to order environment, its main characteristic is a great diversity of jobs to be performed (Oujana et al., 2021) (Silver et al., 2016), the average annual scheduled jobs count more than 400 different references. The number of orders to be scheduled varies according to overall economic conditions, it is usually over 20 and can easily reach


Fig. 1. The diagrammatic production system for a packaging printing company.

100 jobs per week. This allows to define the instances to be treated as medium and large ones.
In order to describe the terms and characteristics of production system, (Fig. 1) shows macro process chart of the process under study, which consist of 9 stages. The boxes in the map represent the processing steps and the number inside the box is the number of machines at each process. The machines are grouped by stage $\mathrm{E}(\mathrm{e}=1, \ldots, 9)$. Each stage E is made up of a set of me machines ( $m e \geqslant 1$ ) that do the same function, of the same production capacity or of different production capacity (Oujana et al., 2021), called mixed parallel machines (identical and / or not identical). This process is characterized by flexibility, where stages might be skipped i.e., not all stages must be visited by all the jobs, and also sequence dependent setup times.
With the above features we can characterize the production problem as a flowshop with unrelated parallel machines at each stage, commonly known as a hybrid flowshop denoted using the classical notation $\mathrm{HFF}_{19}\left|\operatorname{Prec}, \mathrm{ST}_{\text {sd }}, \mathrm{d}_{\mathrm{i}}\right| \sum_{j=1}^{\mathrm{n}} \mathrm{t}_{\mathrm{i}}$ (Graham et al., 1979). Since respect of the delivery deadline is important, we choose to use tardiness minimization as the scheduling criterion.

## 4. PROBLEM FORMULATION

In this section, we first describe the problem definition by introducing the notations that will be used throughout this paper. Recall that the HFFS problem considered in this paper has three main characteristics that are jointly considered: hybrid setting, where there are parallel machines at each stage, flexibility, where stages might be skipped and sequence dependent setups. We note here that the skipping is encoded in the process plan input. The problem considered consists of scheduling N jobs ( $\mathrm{i}=$ $1, \ldots, \mathrm{~N})$ on m machines $(\mathrm{k}=1, \ldots, \mathrm{~m})$. It is assumed that all the jobs and the machines are available on time 0 . The machines are grouped by stage $\mathrm{E}(\mathrm{e}=1, \ldots, \mathrm{E})$. Each stage is made up of a set of parallel machines (identical and / or not identical). A job i consists of a number $n$ of operations, each operation $\mathrm{O}_{i j}$ has an execution time on machine k . note that $\mathrm{P}_{i}$ denotes the execution time of job i.
$P_{i}=\sum_{j \in J i} P_{i j}$
A setup time $s \mathrm{t}_{\mathrm{iji} 1 \mathrm{j} / \mathrm{k}}$ is necessary to pass from the execution of an operation $\mathrm{O}_{i j}$ to operation $\mathrm{O}_{i j^{\prime}}$, on machine k . In our case the setup time of a job is a function of the preceding job on the machine and therefore the processing sequence of the jobs. $\mathrm{Sd}_{\mathrm{st}}$ have significant implications on shop performance. Some important articles dealing with this type of configuration have been published (Szwarc \& Gupta, 1987) (B. Naderi et al., 2009) (Ruiz \& Maroto, 2006).

The assumptions considered for the studied configuration are as follows:
$\checkmark$ The number of jobs, their processing times and the due dates are known beforehand.
$\checkmark$ Pre-emption is not allowed.
$\checkmark$ Each machine has a capacity and can only process one job at a time.
$\checkmark$ Each job can only be processed on one machine at a time.
$\checkmark \quad$ The intermediate stock capacity (buffer) between the production stages is unlimited.
$\checkmark$ transport times are not taken into account.
The notations used are as follows:

## Indices:

i,i': index for jobs where i,i' $\in\{1, \ldots, \mathrm{~N}\}$.
j : Index for operations.
k : Index for machines where $\mathrm{k} \in\{1, \ldots, \mathrm{~m}\}$.

## Parameters:

M : number of all material resources.
N : number of jobs to be scheduled.
$\mathrm{J}_{i}$ : set of operations of job $\mathrm{i} \in \mathrm{N}$.
$P_{i}$ : Processing time job $\mathrm{i} \in \mathrm{N}$.
$\mathrm{d}_{i}$ : due date of job $\mathrm{i} \in \mathrm{N}$.
$\mathrm{m}_{j} \subset \mathrm{M}$ : set of material resources that can perform the operation $\mathrm{j} \in \mathrm{ji}$.
$\mathrm{st}_{\mathrm{iji}, \mathrm{j}, \mathrm{k}}$ : setup time to pass from the execution of an operation $\mathrm{O}_{j}$ to operation $\mathrm{O}_{j}$ ' on machine k .
$\mathscr{M}$ : A very large number.
$\mathrm{m}_{\mathrm{ij}} \cap \mathrm{m}_{\mathrm{i}, \mathrm{j},}$ : Set of machines on which operations j of job i and j' of job i' can be processed.

## Decision variables:

$\mathrm{x}_{i j k}=1$ if the operation $\mathrm{O}_{i j}$ is assigned to the material resource k .
0 otherwise.
$\mathrm{y}_{i j i j j, k}=1$ if the operation $\mathrm{O}_{i j}$ is processed before the operation $\mathrm{O}_{i^{\prime} j^{\prime}}$ on the material resource k . 0 otherwise.
$s_{i j k}=$ Starting time of the operation $\mathrm{O}_{i j}$ on machine k .
$c_{i j k}=$ Completion time of the operation $\mathrm{O}_{i j}$ sur la machine k .
$c_{i}=$ Completion time of job i.

## 5. THE MODEL

The model bellow is formulated as a mixed integer linear programming model.

### 5.1 Objective function

The objective function should be defined considering the production targets of the problem. The flexible manufacturing plants dealing with Make to order environment usually seek the effective utilization of their manufacturing resources, taking setups into consideration, so that delivery deadlines could be respected. Hence, in our case, the mathematical model aims at minimizing the sum of the total tardiness of all jobs, which is computed through constraint (2).
Then the tardiness of a job i is given by $t_{i}=\max \left(c_{i}-d_{i}\right)$ The objective is given as below:
Minimize $Z=\sum_{i=1}^{n} t_{i}$
5.2 Constraints
$\sum_{k=1}^{m e} \mathrm{x}_{\mathrm{ijk}}=1$,
$\mathrm{c}_{\mathrm{ijk}} \geq \mathrm{s}_{\mathrm{ijk}}+\mathrm{p}_{\mathrm{ijk}}-\mathcal{M}\left(1-\mathrm{x}_{\mathrm{ijk}}\right)$,

$$
\forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{Ji}, \mathrm{k} \in \mathrm{~m}_{j}
$$

$$
\begin{align*}
& \mathrm{s}_{\mathrm{ijk}}+\mathrm{c}_{\mathrm{ijk}} \leq \mathrm{M}\left(\mathrm{x}_{\mathrm{ijk}}\right), \quad \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{Ji}, \mathrm{k} \in \mathrm{~m}_{j}  \tag{5}\\
& \mathrm{c}_{\mathrm{ijk}} \geq \mathrm{s}_{\mathrm{ijk}}, \quad \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{Ji}, \mathrm{k} \in \mathrm{~m}_{j}  \tag{6}\\
& \sum_{\mathrm{i} \in \mathrm{j}} \sum_{\mathrm{j}, \mathrm{j} \in \mathrm{oi}} \sum_{\mathrm{k} \in \mathrm{mi}} \mathrm{y}_{\mathrm{ij} \mathrm{j} \mathrm{i} \mathrm{j} / \mathrm{k}}=1 \text {, }  \tag{7}\\
& \forall \mathrm{i}, i^{\prime} \in \mathrm{N}, \mathrm{j}, \mathrm{j}^{\prime} \in \mathrm{J}_{\mathrm{i}}, \mathrm{~J}_{\mathrm{i}}, \quad, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}} \cap \mathrm{~m}_{i^{\prime} \mathrm{j}^{\prime}} \\
& \mathrm{s}_{\mathrm{ijk}} \geq \mathrm{c}_{\mathrm{i}, \mathrm{j}^{\prime} \mathrm{k}}+\mathrm{st}_{\mathrm{iji} \mathrm{i}^{\prime} \mathrm{k}}-\mathcal{M}\left(1-\mathrm{y}_{i j i i^{\prime} / k}\right),  \tag{8}\\
& \forall \mathrm{i}, i^{\prime} \in \mathrm{N}, \mathrm{j}, \mathrm{j}^{\prime} \in \mathrm{J}_{\mathrm{i}}, \mathrm{~J}_{\mathrm{i}}, \\
& \mathrm{~s}_{\mathrm{i}, j \mathrm{j} \mathrm{k}} \geq \mathrm{c}_{\mathrm{ijk}}+\mathrm{st}_{\mathrm{ij} \mathrm{i}^{\prime} \mathrm{j}^{\prime} \mathrm{k}}-\mathcal{M}\left(\mathrm{y}_{i j i^{\prime} j^{\prime} k}\right),  \tag{9}\\
& \forall \mathrm{i}, i^{\prime} \in \mathrm{N}, \mathrm{j}, \mathrm{j}^{\prime} \in \mathrm{J}_{\mathrm{i}}, \mathrm{~J}_{\mathrm{i}}, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}} \cap \mathrm{~m}_{i, \mathrm{j}^{\prime}} \\
& \mathrm{c}_{\mathrm{ijk}}=\sum_{k=1}^{\mathrm{m}_{\mathrm{ij}}} p_{i j k}+S_{i j k}+s t_{i j i j j k}  \tag{10}\\
& \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{~J}_{\mathrm{i}}, \mathrm{k} \in \mathrm{~m}_{j} \\
& \mathrm{c}_{\mathrm{i}}=\sum_{k=1}^{\mathrm{m}_{\mathrm{ij}}} \mathrm{c}_{\mathrm{ijk}} \text {, }  \tag{11}\\
& \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{Ji}, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}} \\
& \mathrm{t}_{\mathrm{i}} \geq \mathrm{c}_{\mathrm{i}}-\mathrm{d}_{\mathrm{i}} \text {, }  \tag{12}\\
& \forall i \in N \\
& \forall i \in N  \tag{13}\\
& \mathrm{x}_{\mathrm{ijk}} \in\{0,1\} \text {, }  \tag{14}\\
& \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{o}_{\mathrm{i}}, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}} \\
& \mathrm{y}_{\mathrm{ij} \mathrm{ij} \mathrm{j} / \mathrm{k}} \in\{0,1\} \text {, }  \tag{15}\\
& \forall \mathrm{i}, \mathrm{i}^{\prime} \in \mathrm{N}, \mathrm{j} \in J_{\mathrm{i}}, \mathrm{j}^{\prime} \in \mathrm{J}_{\mathrm{i}^{\prime}}, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}} \cap \mathrm{~m}_{\mathrm{i}^{\prime}, \mathrm{j},} \\
& \mathrm{~s}_{\mathrm{ijk}} \geq 0 \text {, } \\
& \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{~J}_{\mathrm{i}}, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}}  \tag{16}\\
& \mathrm{c}_{i j k} \geq 0 \text {, }  \tag{17}\\
& \forall \mathrm{i} \in \mathrm{~N}, \mathrm{j} \in \mathrm{~J}_{\mathrm{i}}, \mathrm{k} \in \mathrm{~m}_{\mathrm{ij}}
\end{align*}
$$

In the above formulation, (3) specifies the assignment constraint that is defined for every operation j of job i . This restriction determines that each job i must be processed in just one material resource k . Hence, $\mathrm{x}_{i j k}$ is non-zero if task i is allocated to processing unit $k$; otherwise, the variable is set to zero. Constraint (4) ensure that a job's completion time is at least equal to or greater than the sum of its start time and its processing time. Constraint (5) Ensures that the end date of each job on machines that are not processing the job becomes 0 . Constraint set (6) controls the completion of jobs at stages that the job might skip. Constraint set (7) is precedence constraint set and enforces each operation of each job can only be started after its precedent operation has been finished. Constraints (8) and (9) jointly are used to sequence any pair of tasks ( $\mathrm{i}, \mathrm{i}^{\prime}$ ) assigned to a same processing unit $k$. they assure that two jobs cannot be processed at the same time on a machine, which ensure the nonoverlap of the operations assigned to the same machine. Constraint set (10) represents that the completion time of any operation is the sum of its starting time, setup and processing time. Constraint set (11) calculate the completion time of a job which is the sum of the completion time of all the operations belonging to its processing route. Constraint (12) ensures that the tardiness of a job is greater than or equal to the difference between its completion time and due date, this constraint provide us with the value of the individual tardiness of each job. Constraint (13) guarantees that only positive values for tardiness are considered. Finally, Constraint sets (14), (15), (16) and (17) define the domains of the decision variables.

## 5. COMPUTATIONAL RESULTS

This section describes the computational tests which are used to evaluate the performance of the presented MILP model. Two testing problems of Hybrid flexible flow shop scheduling
problem, are tested. These computational experiments are done to assess the effectiveness of the proposed MILP model. Due to computational time constraints and limited computational resources for most of the real-world problems, a small CPU time is considered as a performance measure. The objective is to reach optimal results with minimum computational time. In order to be useful in real conditions, it is necessary that the scheduling models give good solutions in reasonable time. In our case, calculations for each instance are done in a specified CPU runtime limit ( $\mathrm{CPU}_{\text {bound }}=120$ minutes). Finally, the computational results are compared with those of state of-the-art approaches, and also with the current performance of the studied workshop.

### 5.1. Literature benchmark

This section compares the experimental results obtained by applying the proposed MILP of $\mathrm{HFF}_{19}\left|\operatorname{Prec}, \mathrm{ST}_{\text {sd }}, \mathrm{d}_{\mathrm{i}}\right| \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{t}_{\mathrm{i}}$ to two benchmark test instances:

- Shao et al. 2017, who addressed block-FSP- $\sum_{i=1}^{n} t_{i}$ who used the same benchmark set used (Ronconi \& Henriques, 2009). This benchmark set comes from 120 benchmark instances of Taillard (1993) for permutation flow-shop scheduling problem (PFSP), ranging from 20 jobs $/ 5$ machines to 500 jobs $/ 20$ machines.
- Ruiz and Stützle 2008, who dealt with $S T_{s d}$-FSPWT, they used Ruiz's benchmark (Ruiz, 2004) and adapted by including weights and due dates, these latter were constructed using a protocol inspired from that presented by (Hasija \& Rajendran, 2004).
The testing problems are determined by size of the problem ( $\mathrm{n} \times \mathbf{0} \times \mathrm{m}$ ) in which index n denotes number of jobs, o denotes the maximum number of operations for all jobs and $m$ denotes the machine number.
the MILP model presented in Section "Problem formulation" is coded using ILOG Cplex 12.10 software. and run on a DELL personal computer with an Intel® Core ${ }^{\text {TM }}$ i5-8250U @ 1.61 .8 GHz CPU, 8 GB RAM, and Window 10 operating system. Seven sizes of problems are tested, divided into two categories: small size with 5,10 and 15 jobs, and medium size with 20, 25, 30 and 35 jobs. The tardiness of each instance was calculated, and the CPU time was obtained by implementing the proposed MILP model on the above cited instances.
Table 1 summarises the results obtained for the different instances considered in the literature ( $\mathrm{n} \times \mathrm{m}$ ).

Table 1. Data label

| n | m | $\sum_{i=1}^{n} t_{i}$ | CPU time |
| :--- | :--- | :--- | :--- |
| Shao's instances |  |  |  |
| 5 | 20 | 0 | 10 s |
| 10 | 20 | 0 | 50 s |
| 15 | 20 | 0 | 2 min |
| Ruiz's instances |  |  |  |
| 20 | 19 | 120 | 4 min |
| 25 | 19 | 196 | 12 min |
| 30 | 19 | -- | $>20 \mathrm{~min}$ |
| 35 | 19 | -- | $>30 \mathrm{~min}$ |

### 5.2. Industrial case application

The proposed model was tested using real data retrieved from Sage X3 which is an enterprise resource planning (ERP) system that seek to integrate all business processes and functions allowing real data of production feedback. We used one year analysed real data of production to create instances of $10,20,30,40$ and 50 jobs. A real total tardiness is computed for each instance. The exact details of production data cannot be disclosed due to confidentiality reasons.
The comparison consists of the current performance obtained by the workshop for one week, and tested for 5 random weeks with a total tardiness, respectively, negative for the instances with 20 jobs and less. The results obtained, reported in Table 2 , show that this completely eliminate the tardiness for instances with 20 jobs and less.
For all the analyzed instances, on average, the MILP made an improvement of 189.51 hours on the average total tardiness per job compared to the results given by the method used currently in the workshop operation planning

Table 2. Implementation results of the mathematical model on real instances



Fig. 2. Computational time of instances according to the number of jobs.

The above figure shows that the model finds an optimal solution within 3 minutes or less for instances that do not exceed 20 jobs, while, no solution found for instances with 25 jobs and more after two hours of execution.
The Computational results of this mathematical model on real instances of the studied company and adapted instances of
literature show the limits of an exact resolution for this scheduling problem

## 6. CONCLUSIONS

In this paper, a flexible hybrid flow shop scheduling problem inspired by a real application of a packaging industry has been studied. This problem can be described with different realistic constraints jointly considered, such as non-identical parallel machines, sequence-dependent setups on machines, and precedence constraints among jobs. We proposed a new method based on linear programming techniques for this scheduling problem involving a set of realistic constraints included in the problem formulation of this paper, with the objective of minimizing the total tardiness.
This MILP model is solved using ILOG Cplex software. The efficiency of this model in improving the total delay has been demonstrated for instances with 20 jobs and less in both the industrial case and experimental instances. The model eliminates the tardiness within 3 minutes. Due to computational time constraints, this exact resolution cannot be considered for the real industrial application with instances greater than 20 jobs.
Future research will consist in considering other resolution methods by developing heuristics and metaheuristics for bigsize problems.
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