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Degradation modeling and maintenance decision-making based on degradation information are two major issues in the field of reliability and maintenance research. This paper proposes an s-plane (complex plan) approach to deal with these two issues. A well-known mass-spring-damper dynamic system is considered as a case study. The loss of spring stiffness and of damper friction degrade the system performance over time. We show that the location of the system pole in the s-plane could be a good indicator to characterize the degradation of the whole system. Based on such an indicator, a maintenance policy is proposed to reduce as much as possible maintenance costs. We use the distance between the current and initial locations of the system pole to trigger maintenance on the system. Without any direct information on the components, we exploit the relative location of the system pole in the s-plane to decide which component (spring, damper or both) should be replaced. The performances of the proposed policy are pointed out via numerical comparisons with a more classical policy.
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1. INTRODUCTION

In the industrial context, maintenance operations play an important role to improve the durability, reliability, and maintainability of industrial systems. Various classifications of maintenance policies have been proposed in the literature (see e.g., Ding and Kamaruddin (2015)), and the most popular one distinguishes breakdown maintenance and time-based maintenance from condition-based maintenance (CBM). Over the last decade, CBM has been attracted by many researchers and practitioners because it responses very well to the current trend of Industry 4.0. In CBM, degradation modeling and maintenance decision-making based on degradation information are two major issues. If these issues have been extensively investigated at the component level (Alaswad and Xiang, 2017), their study at the system level is still scattered. Extending from the component level to the system level, one common approach is to take into account the dependencies (either stochastic, structural, or economic) among components (Keizer et al., 2017). Such an approach requires deep knowledge about the degradation of components and about their interactions, which is usually hard to achieve in practice. The present paper proposes an alternative approach (called s-plane) to deal with the degradation modeling and the maintenance decision-making of a dynamic system when information about the components degradation is latent.

The performances of a dynamic system can be reflected via the location of its dominant poles in s-plane (see e.g., Huynh et al. (2017)). Indeed, under the impacts of degradation phenomena, the system poles stochastically evolve in the s-plane far from their initial location (see e.g., Suyama and Sebe (2010)). This makes the system more and more different than its initial design, and hence unable to fulfill required missions. This means that the well-functioning of the system depends on the distance between the initial and current locations of the poles. If the distance exceeds a predefined value \( L \), the system is considered as failed. As a result, the location of a system pole, as well as their associated distance can be seen as degradation indicators of the dynamic system.

Given degradation indicators of the system, we can determine a relevant date to trigger maintenance actions on the system. However, when direct information on the degradation of components is unavailable, what should we do on the components at a given date is a challenging question. In this paper, we seek the answer from the current location of the system pole. Indeed, having the same distance from its initial location, the location of the system pole in s-plane may be different depending on the degradation of components. In other words, some traces of the components degradation can be found in the location of the system pole. So, our objective is to exploit such information to decide whether or not to replace one or more components at an intervention time. Consequently, a maintenance policy with a two-level decision is proposed. A threshold is applied to the distance between the initial and current pole locations to decide whether or not to...
trigger a maintenance action at the system-level. When a maintenance date has been determined, checking the deviation angle between the current and initial locations of the system pole allows us to choose the suitable component to be maintained.

In this paper, the proposed approach is applied to a mass-spring-damper dynamic system. The spring and the damper are two deteriorating components to be maintained. A cost model of the maintenance policy is analyzed, optimized and compared with the classical CBM policy proposed in Huynh et al. (2011). The comparison results allow us to assess the performance of the proposed approach and hence to make some conclusions on future work.

The remainder of this paper is organized as follows. Section 2 describes the mass-spring-damper dynamic system of interest. In Section 3, we determine some indicators characterizing the system degradation, and we define the system failure. A maintenance policy for the mass-spring-damper system is proposed in Section 4. Numerical experiments provided in Section 5 allow us to evaluate the performance of the maintenance policy. Finally, we conclude the paper in Section 6.

2. SYSTEM DESCRIPTION

We consider a well-known mass-spring-damper system (see e.g., Di Cairano et al. (2007)) whose spring and damper degrade over time due to the stiffness loss and the friction loss. The degradation evolution is assimilated as a homogeneous Gamma process.

2.1. Mass-Spring-Damper System

The mass-spring-damper system consists of a spring with stiffness $K$, a damper with friction $C$ and of a mobile mass $M$ (see Fig. 1).

The system input is an external force $F(t)$ that triggers the mass in movement, and the system output is the shifting $y(t)$ of the mass around its balance position. The relation between the system input and output is described by using Newton’s second law as follows:

$$M \frac{d^2y(t)}{dt^2} + C \frac{dy(t)}{dt} + Ky(t) = F(t). \quad (1)$$

Using the Laplace transform, we can deduce the transfer function

$$H(p) = \frac{Y(p)}{F(p)} = \frac{1}{Mp^2 + Cp + K}. \quad (2)$$

The poles of the system are the roots of the characteristic equation (i.e., denominator of $H(p)$)

$$p_{1,2} = \frac{-C \pm \sqrt{C^2 - 4MK}}{2M}. \quad (3)$$

When $C^2 - 4MK < 0$, the poles are complex conjugates whose real part and imaginary part are respectively

$$P_r = -\frac{C}{2M}, \quad P_i = \pm \frac{\sqrt{4MK - C^2}}{2M}. \quad (4)$$

This is the common configuration of most dynamic system in practice. Since the two poles $p_1$ and $p_2$ have the same meaning, it is enough to consider the pole located above the real axis. We need to collect the location $\{F_r, P_i\} = \left(-\frac{C}{2M}, \frac{\sqrt{4MK - C^2}}{2M}\right)$ of the system pole for further study. To this end, we can trigger the system by a unit step input in a small time interval, and we record the associated output. Then, we apply the prediction error estimation method developed in Ljung (2002) to estimate the pole location.

2.2. Degradation Sources

For the considered mass-spring-damper system, the loss of spring stiffness and the loss of damping friction are the two primary degradation sources that decrease the system performance. In the literature, a degradation phenomenon can be modeled by either a deterministic approach or a stochastic approach (see e.g., Medjaher et al. (2014), Travé-Massuyès et al. (2015)). The deterministic choice does not integrate the intrinsic variability of each component. Meanwhile, the deterioration of material usually has a random nature in reality. Therefore, we will take advantage of stochastic modeling for the two above degradation sources.

A well-known homogeneous Gamma process $\{X(t)\}_{t \geq 0}$ parameterized by $\alpha$ and $\beta$ is used to model the loss evolution. According to Van Noortwijk (2009), $\{X(t)\}_{t \geq 0}$ is a positive jump process, whose increments $X(t) - X(s), 0 \leq s \leq t$, are independent and follow a Gamma probability density function (pdf) with shape parameter $\alpha(t - s)$ and scale parameter $\beta$

$$f_{\alpha(t-s),\beta}(u) = \frac{\beta^\alpha(t-s) u^{\alpha(t-s)-1} e^{-\beta u}}{\Gamma(\alpha(t-s))}, \quad (5)$$

Fig. 1. Mass–spring–damper system
where $u \geq 0$ and $\Gamma(\cdot)$ is the complete Gamma function

$$\Gamma(y) = \int_0^\infty u^{y-1}e^{-u}du, \quad y > 0. \quad (6)$$

The mean rate and variance rate of $\{X(t)\}_{t \geq 0}$ are $m = \alpha/\beta$ and $m = \alpha/\beta^2$. The couple of parameters $(\alpha, \beta)$ allows to model various evolution behaviors from almost-deterministic to very-chaotic. With usage or age, the spring stiffness $K(t)$ and the damper friction $C(t)$ are decreasing over time so that we can express them as

$$C(t) = C_0 - X_C(t), \quad K(t) = K_0 - X_K(t), \quad (7)$$

where $C_0$ and $K_0$ are the friction coefficient and the stiffness constant when the system is at the nominal mode. $X_C(t)$ and $X_K(t)$ are the accumulated loss at time $t \geq 0$ following homogeneous Gamma processes with parameters $(\alpha_C, \beta_C)$ and $(\alpha_K, \beta_K)$ respectively. These parameters can be estimated from the locations of the system pole (Huyhn et al., 2017).

3. DEGRADATION AND FAILURE

3.1. System Degradation Indicators

This section aims at proposing suitable indicators to characterize the degradation state of the whole system. As shown in Bolton (1992), the system failure can directly be linked to the global resulting dynamic performances of the system. Thus, the location of a system pole in s-plane can properly gather all the system characteristics and notably its performances. To demonstrate more clearly this idea, we first define the evolution of $C(t)$ and $K(t)$ by the set of parameters: $C_0 = 100, \alpha_C = 0.54, \beta_C = 0.75, K_0 = 100, \alpha_K = 0.54, \beta_K = 0.75$. Next, we analyze how the evolution of $C(t)$ and $K(t)$ impact the movement of the system pole in s-plane. Fig. 2 and Fig. 3 represent respectively the results.

As it can be seen in Fig. 3, both the losses of the spring stiffness and of the damper friction in time (see Fig. 2) can make the system pole moves down and to the right in the s-plane towards the lower performance area (Maret, 1987). Moreover, the system pole tends to be far from its initial position for smaller values of $C(t)$ and $K(t)$. As such, the location of the system pole, as well as the distance between its current and initial locations could be good candidates for system degradation indicator. Using the location of the system pole as a degradation indicator, the evolution of the system degradation can be modeled by a bivariate stochastic process $\{P_r(t), P_i(t)\}_{t \geq 0}$, where $P_r(t)$ and $P_i(t)$ represent respectively the real and imaginary parts of the considered dominant system pole. The random variables $P_r(t)$ and $P_i(t)$ can be expressed by

$$P_r(t) = -\frac{C_0 - X_C(t)}{2M} \quad (8)$$

$$P_i(t) = \frac{\sqrt{4M(K_0 - X_K(t)) - (C_0 - X_C(t))^2}}{2M} \quad (9)$$

Moreover, since $P_r^2(t) + P_i^2(t) = \frac{K(t)}{M}$, we can derive from (8) and (9) that $P_r(t) \in [-\frac{C_0}{2M}; 0]$ and $P_i(t) \in [0; \sqrt{\frac{K(t)}{2M}}]$. The distance between its initial and current pole locations at time $t$ can be computed from $P_r(t)$ and $P_i(t)$ as

$$D(t) = \sqrt{(P_r(t) - p_{r,0})^2 + (P_i(t) - p_{i,0})^2} \quad (10)$$

where $(p_{r,0}, p_{i,0})$ denotes the initial location of the system pole. Assuming that $C(t)$ and $K(t)$
are independent, we look for the probability law of the two considered degradation indicators \((P_r(t), P_i(t))\) and \(D(t)\). Let \((P_r(t_j), P_i(t_j)) = (p_{r,j}, p_{i,j})\) be the location of the system pole at time \(t_j\). By using the classical change of variables theorem, the joint pdf of the couple of variables \((P_r(t), P_i(t))\) at time \(t\) given \((p_{r,j}, p_{i,j})\) can be computed as

\[
f_{P_r(t), P_i(t) | P_r(t_j), P_i(t_j)}(P_r, P_i | p_{r,j}, p_{i,j}) = 4M^2p_i f_{\alpha_C(t-t_j), \beta_C} (2M(p_r - p_{r,j})) \times f_{\alpha_K(t-t_j), \beta_K} (M(p_r + p_{i,j} - p_r - p_i)), \tag{11}
\]

where \(f_{\alpha_C(t-t_j), \beta_C} (\cdot)\) and \(f_{\alpha_K(t-t_j), \beta_K} (\cdot)\) can be derived by Eq. (5). From Eq. (11), we can derive the conditional pdf of \(D(t)\) given \((p_{r,j}, p_{i,j})\) as

\[
f_{D(t) | p_{r,j}, p_{i,j}}(d | p_{r,j}, p_{i,j}) = \int_{D_f} \frac{d}{2d^2 - (p_i - p_{i,0})^2} f_{P_r(t), P_i(t) | P_r(t_j), P_i(t_j)} (p_r, p_i) \bigg| p_{r,j}, p_{i,j} dp_i, \tag{12}
\]

where \(D_f = \{ p_i \in \mathbb{R}^+ | d^2 - (p_i - p_{i,0})^2 > 0 \}\).

### 3.2. System Failure

In many practical applications, a system failure occurs when there exists an important defect or a high deterioration that makes the system unable to fulfill its requirements. Following this idea, we consider the mass-spring-damper system as failed when its performance is too different from the initial design. Accordingly, we can define the failure threshold as a circle with radius of \(L\) in the \(s\)-plane whose center is at the initial location of the system pole. When the system pole moves out this circle, the system fails. Fig. 4 shows how the system pole evolves in the \(s\)-plane from the initial state to the system failure. Fig. 5 depicts the evolution in time of the associated distance. If the failure threshold associated with the system pole location is a circle in the \(s\)-plane, the one associated with the pole distance is a constant in time. Thanks to the monotony of the Gamma process and of the distance function (10), we can show easily that \(D(t)\) is a monotone increasing process in time (see Fig. 5).

### 4. MAINTENANCE POLICIES

We propose in this section a new maintenance policy for the considered mass-spring-damper system based on both the distance and the location of the system pole. Its long-run maintenance cost rate is evaluated using the Monte Carlo simulation approach.

#### 4.1. Assumptions and Maintenance Costs

We assume that system inspection and replacement as new of the components (either the spring, the damper or both) are the two available maintenance actions for the system. The inspection, the replacement of the spring and of the damper incur \(C_i\), \(C_K\), and \(C_C\) cost unit respectively. The inspection can return the current location of the system pole, but cannot reveal any direct information about the degradation of components. Although only the perfect replacement is applied to the components, there exist, at the system level, both the perfect and imperfect maintenance actions. If both the spring and damper are replaced at the same maintenance date, the system is as-good-as-new. If one of them is replaced, the system is imperfectly repaired. We also distinguish between preventive maintenance and corrective
maintenance. The former is done when the system is still working, while the latter is performed on a failed system. Compared to the preventive maintenance, the corrective maintenance is likely more complex and may induce damage to the environment and other systems. So, in addition to the cost of spring and damper replacement (i.e., \( C_K + C_C \)), a penalized cost \( C_p \) is added for each corrective maintenance. Moreover, since the system is unavailable after failure, an additional downtime cost is taken from the failure time until the next intervention time at a cost rate \( C_d \).

4.2. \( (\Delta \tau, \xi) \) Policy

When the information about the degradation of components is unavailable, a classical way to build a maintenance policy is to consider the multi-component system as a single unit (Grall et al., 2004). Therefore, the \( (\Delta \tau, \xi) \) policy proposed in Huynh et al. (2011) can be applied. The system is regularly inspected with period \( \Delta \tau \). At an inspection time \( \tau_k = k\Delta \tau \), given the location \( (P_r(\tau_k), P_i(\tau_k)) = (p_{r,k}, p_{i,k}) \) of system pole, we evaluate the associated distance \( D(\tau_k) \) from its initial location, and adopt the following decision rule.

1. If \( D(\tau_k) \geq L \), the system has been failed, so we have to perform a corrective maintenance. After the replacement of both the spring and damper at \( \tau_k \), the system is as good as new.
2. If \( \xi \leq D(\tau_k) < L \), the system is still working but highly deteriorated, we should carry out a preventive maintenance. After the replacement of both the spring and damper at \( \tau_k \), the system is as good as new.
3. If \( 0 < D(\tau_k) < \xi \), the system is still healthy, additional actions at \( \tau_k \) is useless. Consequently, the system state is unchanged.

In all cases, the next inspection time is \( \tau_{k+1} = \tau_k + \Delta \tau \), at which the same decision structure is repeated. For this policy, the inspection period \( \Delta \tau \) and the preventive replacement threshold \( \xi \) are the two decision parameters to be optimized. Fig. 6 shows sample evolution paths of \( C(t) \), \( K(t) \) and \( D(t) \) in time when the \( (\Delta \tau, \xi) \) policy is used.

4.3. \( (\Delta \tau, \xi, \theta_K, \theta_C) \) Policy

The above \( (\Delta \tau, \xi) \) policy is simple, but not economically performant, because both the spring and damper are replaced whenever a maintenance is needed. It seems more effective if we can decide which one between them should be replaced at a preventive maintenance date. Such decisions require information about the degradation of the spring and damper. However, when these informations cannot be gathered by additional inspection actions due to e.g., technical or economic reasons, we should extract them from the location of the system pole in s-plane. Indeed, looking at Eq. (8) and Eq. (9), we find that the loss of spring stiffness affects only the imaginary part of the system pole. Accordingly, if the system pole locates in the zone I (see Fig. 7), the spring should be replaced, because only the imaginary part of the system pole is critical in terms of system degradation. Similarly, it is better to replace only the damper if the pole locates in the zone III, and to replace both the spring and damper if it is in zone II. As a consequence, we can define two thresholds called \( \theta_K \) and \( \theta_C \) associated with the angles defining zone I and III (see Fig. 7) to choose the suitable components to be replaced at a preventive maintenance date.

Extending the \( (\Delta \tau, \xi) \) policy, we state a new maintenance policy for the mass-spring-damper system as follows. The system is also regularly inspected with period \( \Delta \tau \). At an inspection time \( \tau_k = k\Delta \tau \), we evaluate the distance \( D(\tau_k) \), and adopt the following decision rule.
If \( D(\tau_k) \geq L \), the system has been failed, and a corrective maintenance have to be done. After the replacement of both the spring and damper at \( \tau_k \), the system is as good as new.

(2) If \( \xi \leq D(\tau_k) < L \), the system is still working but highly deteriorated, therefore a preventive maintenance should be carried out. Depending on the relative relation between the location \( (p_{r,k}, p_{s,k}) \) and the angles \( \theta_K \) and \( \theta_C \), we decide the components to be replaced as follows.

- If \( \left| \frac{P_r(t) - p_{r,0}}{P_r(t) - p_{r,0}} \right| \leq \tan(\theta_K) \), only the spring is replaced.
- If \( \left| \frac{P_r(t) - p_{r,0}}{P_r(t) - p_{r,0}} \right| \leq \tan(\theta_C) \), only the damper is replaced.
- Otherwise, both the spring and damper should be replaced.

After the replacement at \( \tau_k \), only in the last case the system is as good as new, in the other case, it is better than old but worse than new.

(3) If \( 0 < D(\tau_k) \leq \xi \), the system is still healthy, and no additional action at \( \tau_k \) is required. As a result, the system state is unchanged.

In all cases, the next inspection time is \( \tau_{k+1} = \tau_k + \Delta \tau \), at which the same decision structure is repeated. \( \Delta \tau, \xi, \theta_C \) and \( \theta_K \) are the four decision parameters to be optimized of this new policy. We shall call it \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy to highlight the importance of these parameters. Sample evolution paths of \( C(t), K(t) \) and \( D(t) \) under the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy are shown in Fig. 8. Obviously, the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy is more flexible, and hence more profitable than the \( (\Delta \tau, \xi) \) policy. Moreover, there is no risk in using the new one because it returns to the more classical policy in the worse case (i.e., \( \theta_C = \theta_K = 0 \)).

### 4.4. Cost Criterion and Optimization

A classical criterion to assess the performance of a maintenance policy is the long-run maintenance cost rate defined by

\[
C_\infty = \lim_{t \to \infty} C(t),
\]

where \( C(t) \) denotes the accumulated maintenance cost up to time \( t \). For the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy, the cost rate \( C_\infty \) can be analytically evaluated in the same way as Huynh et al. (2015). Because of the paper missing, we omit the analytical formulation, and apply just the Monte Carlo simulation to obtain \( C_\infty \).

For the purpose of comparison with the \( (\Delta \tau, \xi) \) policy, a two-step optimization procedure has been applied to the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy (see Fig. 9). Firstly, we minimize the cost rate \( C_\infty (\Delta \tau, \xi, \theta_C, \theta_K) \) of the \( (\Delta \tau, \xi) \) policy to obtain the optimal values of the inspection period and the preventive maintenance threshold \( (\Delta \tau_{\text{opt}}, \xi_{\text{opt}}) \). Any derivative free algorithms for black-box optimization (Audet and Hare, 2017) can be used here. Next, for \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy, we set \( \Delta \tau = \Delta \tau_{\text{opt}} \) and \( \xi = \xi_{\text{opt}} \), and we search the optimal couple of angles \( (\theta_{C,\text{opt}}, \theta_{K,\text{opt}}) \) that minimizes the cost rate \( C_\infty (\Delta \tau, \xi, \theta_{C,\text{opt}}, \theta_{K,\text{opt}}) \). Of course, this procedure penalizes the optimal cost rate of the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy, because their decision parameters are not jointly optimized. However, if we can find \( (\theta_{C,\text{opt}}, \theta_{K,\text{opt}}) \) verifying \( C_\infty (\Delta \tau_{\text{opt}}, \xi_{\text{opt}}, \theta_{C,\text{opt}}, \theta_{K,\text{opt}}) < C_\infty (\Delta \tau_{\text{opt}}, \xi_{\text{opt}}) \), it is enough to conclude the higher performance of the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy.

### 5. Numerical Experiments

This section aims at illustrating and analyzing the advantage of the \( (\Delta \tau, \xi, \theta_C, \theta_K) \) policy through numerical experiments. To this end, we consider a mass-spring-damper system defined by the set of parameters \( \xi_0 = 100, \alpha_C = 0.54, \beta_C = 0.75, \quad K_0 = 100, \alpha_K = 0.54, \beta_K = 0.75 \) and \( M = 100 \). This is the same system in Section 3 so that sample paths of \( C(t), K(t) \), and of \( (P_r(t), P_s(t)) \)
can be found in Fig. 2 and Fig. 3. The maintainence costs are chosen by $C_d = 2$, $C_C = 25$, $C_K = 25$, $C_p = 50$ and $C_{d_t} = 100$.

Applying the optimization procedure in Section 4.4, we seek firstly the optimal configuration of the $(\Delta \tau, \xi)$ policy. As shown in Fig. 10, such a configuration exists at $(\Delta \tau_{opt}^o, \xi_{opt}^o) = (13, 0.13)$ with $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}^o)} = 1.0371$.

Fig. 10. Shape of the cost rate $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}^o)}$

Fixing $(\Delta \tau, \xi) = (\Delta \tau_{opt}^o, \xi_{opt}^o)$, we obtain in Fig. 11 the long-run cost rate of the $(\Delta \tau, \xi, \theta_C, \theta_K)$ policy when $\theta_C$ and $\theta_K$ vary. The convex form of $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}^o, \theta_C, \theta_K)}$ imply that optimal value of the couple $(\theta_C, \theta_K)$ exists. Indeed, we obtain $(\theta_{C, opt}, \theta_{K, opt}) = (21^\circ, 50^\circ)$ at which $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}^o, \theta_{C, opt}, \theta_{K, opt})} = 0.9802$. This result confirms that the $(\Delta \tau, \xi, \theta_C, \theta_K)$ policy is more profitable than the $(\Delta \tau, \xi)$ policy when $C_C = 25$ and $C_K = 25$.

We would like to know if the above result remains unchanged when $C_C$ and/or $C_K$ are modified. To avoid repeating the optimization of the $(\Delta \tau, \xi)$ policy many times, we always fix the sum $C_C + C_K = 50$ (so that $(\Delta \tau_{opt}^o, \xi_{opt}^o) = (13, 0.13)$), vary $C_K$ from 5 to 45 with step 5, jointly optimize $(\theta_{C, opt}, \theta_{K, opt})$, and then observe the associated $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}, \theta_{C, opt}, \theta_{K, opt})}$. The results of this study are reported in Table 1. We find that when $C_K$ increases (i.e., $C_C$ decreases), the $(\Delta \tau, \xi, \theta_C, \theta_K)$ policy adjusts the angles $\theta_{K, opt}$ smaller and $\theta_{K, opt}$ larger respectively. This adjustment allows to avoid the high cost due to the spring replacements while benefit the low replacement cost of the damper. Thank to this flexibility, the cost rate $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}, \theta_{C, opt}, \theta_{K, opt})}$ is slightly modified even for sudden changes increment in replacement costs of components. More importantly, the cost rate $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt}, \theta_{C, opt}, \theta_{K, opt})}$ is still smaller than $C_{\infty}^{(\Delta \tau_{opt}^o, \xi_{opt})}$ for whatever value of $C_K$. So, the economic performance of the $(\Delta \tau, \xi, \theta_C, \theta_K)$ policy is confirmed.

### Table 1. Sensitivity study to the variation of $C_K$

<table>
<thead>
<tr>
<th>$C_K$</th>
<th>$\theta_{C, opt}$</th>
<th>$\theta_{K, opt}$</th>
<th>$C_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>16</td>
<td>52</td>
<td>0.9598</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>52</td>
<td>0.9718</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>52</td>
<td>0.9796</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>52</td>
<td>0.9862</td>
</tr>
<tr>
<td>25</td>
<td>21</td>
<td>50</td>
<td>0.9989</td>
</tr>
<tr>
<td>30</td>
<td>21</td>
<td>50</td>
<td>1.0084</td>
</tr>
<tr>
<td>35</td>
<td>21</td>
<td>50</td>
<td>1.0034</td>
</tr>
<tr>
<td>40</td>
<td>21</td>
<td>49</td>
<td>1.0084</td>
</tr>
<tr>
<td>45</td>
<td>20</td>
<td>41</td>
<td>1.0116</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

We have proposed in this paper a new approach (called s-plane) for degradation modeling and maintenance decision-making of a dynamic system with multiple components. We have shown that the location of the system pole in s-plane and the associated distance from its initial location are good indicators to characterize the degradation of the whole system. Furthermore, we may find useful information about the degradation of components through the pole location. We have exploited such information to build a two-level maintenance policy (i.e., system level and component level) allowing to determining suitable components to be replaced without any additional inspection of their degradation. The policy has...
been proved more profitable than the maintenance policies applied to the system-level only.
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