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An adaptive predictive maintenance model for repairablerd@fiting systems using
inverse Gaussian degradation process

K.T. Huynh'

Université de Technologie de Troyes, Laboratoire Informatique et Société Numérique (LIST3N), 10004 Troyes, France

Abstract

Predictive maintenance is a promising solution to keep the long-run operation of industrial systems at high reliability and low co:
In this spirit, we aim to develop an adaptive predictive maintenance model for continuously deteriorating single-unit systems subj
to periodic inspection, imperfect repair and perfect replacement. The development consists of four steps: degradation model
maintenance féect modeling, maintenance policy elaboration, and performance evaluation. Compared with existing models, ou
differs in three main aspects. Firstly, we take into account the past dependency of maintenance actions in the degradation mod
via the random fect of an inverse Gaussian process. Secondly, we use both the system remaining useful life and maintenar
duration to enable dynamic maintenance decision-making. Finally, we take advantage of the semi-regenerative theory to analytic
evaluate the long-run cost rate of maintenance policies whose decision variables @erefthature. We validate and illustrate the
developed adaptive predictive maintenance model by various numerical experiments. Comparative studies with benchmarks ul
different maintenance costs and degradation characteristics confirm the flexibility an@fectstemess of the model.

Keywords: Adaptive maintenance decision; Imperfect repair; Inverse Gaussian process; Predictive maintenance; Remaining usef
life; Semi-regenerative process

Acronyms
AGAN as-good-as-new
cdf, pdf, sf cumulative distribution function, probability density function, survival function
CR, PR corrective replacement, preventive replacement
IG inverse Gaussian
IM, IR imperfect maintenance, imperfect repair
PdM predictive maintenance
RUL remaining useful life
std standard deviation
Notations
X, {Xihs=0 system deterioration level at time> 0, system degradation process
IgP (), IG(,"), IG process, |G distribution
E;, S; end time of thegj-th repaifreplacement, starting time of tifg+ 1)-st repaifreplacement
o, 11 (%) constant ana;-dependent parts of the shape paramefes;) of IG processXJe; <ics, With Xe: = X,
A constant scale parameter{o§}i.o
D (), 0(), standard normal cdf and pdf
Tix k-th inspection time during thgj + 1)-st repaifreplacement cyclpE?, E7, |
f(;-), FC;)F(;-) pdf, cdf and sf of IG probability law
L, Rr, system failure threshold, system RULTgk
Freyo S (Rryl5-) sf and std oRy,,
po, p1(*) constant duration for a PR or CR, additional degradation-dependent duration for an IR
o) total duration for an IR
ag(-1--) truncated pdf of the system deterioration level after an IR
Cm Cr, Co, Ci, Cy inspection cost, repair cost, replacement cost, inactivity cost rate and unavailability cost rate
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C(t), Cw cumulative maintenance cost up to timéong-run maintenance cost rate
Nin (8), N ([Ef, E7,])  number of inspections up to tinmeand ovel E7, Ef,;

N: (), Ne ([E7.Ef,y])  number of repairs up to timg and ovel Ef, E7,, |

No (t), No ([EJ+ Ej++1]) number of replacements up to tiieand over[E-*, Ej*+1

NON! ([E]* Ej++l]) cumulative duration of the system inactivity up to titp@and ovel{Ef, Ej++l]
U(®),U(|Ef.Ef4])  cumulative duration of the system unavailability up to titnand ove{ Et, Ef,;
AEj1 length of the(k + 1)-st Markov renewal cycl{eEJ*, E}’ﬂ]

(o) waiting time interval before a maintenance

0,0,a,T decision variables of th@, o, a, 7) policy

6,& w decision variables of th@, &, w, n) policy

{Yj}jZN Markov chain describing the system deterioration at re¢qegitacement timesy{ = XE;)
() stationary measure ({Wi}ij

P(,-) transition kernel O(Y]‘}jZN

E:[] expectation with respect to the stationary meagure

1y, 60 () indicator function, Dirac mass at 0

1. Introduction

With usage, age and environmental impacts, many indusyrgéms sflier continuous degradation leading eventually to random
failure, no matter how good they are designed. Cutting taodssubject to cumulative wear [1], hydrocarbon pipelinedango
corrosion [2], hydraulic structuresfar erosion [3], water-feeding turbo-pumps of nuclear pgwants endure fatigue crack growth
[4], etc. The failure of such systems causes damage not othetindustry, but also to the society and the environmelnerdfore,
keeping their &icient operation at high reliability is vital to enterprisespecially in the context of aggressive global compaetitio
When the systems are repairable, various maintenanceacioch as inspection, testing, repair, replacement,agteconceivable
[5]. Nevertheless, these actions are themselves timedating and costly, seeking arffective maintenance solution to gain a
competitive advantage is thus of great concern to enteris

Among existing solutions (see e.g., [6] for a recent overyjpredictive maintenance (PdM) could be most appropfgtdt uses
collected condition monitoring data to predict the futuystem health in real-time, and through that knowledge, esabaintenance
decision-making [8]. As such, the PdM allows to save resesiby carrying out proper and timely actions only when nesrgs3 his
definite advantage, together with the dissemination of agargbased monitoring technologies, has promoted thd dmielopment
of PdM models for continuously deteriorating systems duithre last two decades [9]. Basically, the PdM modeling idekifour
connected steps [10]i)(continuous degradation modeling) (maintenancefects modeling,iii) maintenance policy elaboration,
and v) performance assessment.

1.1. State-of-the-art

Continuous degradation modeling is critical for systemthgaognostics. In the current state-of-the-art, it relieostly on Lévy
or diffusion stochastic processes that fit in with condition mamitpdata [11]. The Gamma process is the most common choice
for monotonic degradation because of its physical meanmgraathematical tractability [12]. When this choice fa#sq, in the
case of GaAs laser degradation data [13] or energy pipetin@sion data [14]), the inverse Gaussian (IG) processdag]d be a
good alternative. Indeed, it is proved more flexible thanGanma process in incorporating randofieets and covariates, while
still holding similar physical and mathematical meanint8][ This explains why the IG process has recently attractediderable
attentions, especially in accelerated degradation tésh@ation [17] and in the system remaining useful life (Rldssessment [18].
However, up to now, its applications in PAM modeling ard gty scarce despite its versatility [19].

Maintenance fects modeling describes the impacts of maintenance aatiotise system degradation behavior. Perfect main-
tenance with as-good-as-new (AGANJext is certainly the best-known assumption in the liteeaf@0]. However, it cannot cover
numerous realistic actions whose imperfectness may beawoy influential factors such as human errors, spare paalgy lack
of materials, lack of maintenance time, etc. To meet thistaral need, imperfect maintenance (IM) models (see [2dhfoomplete
overview) have been extensively studied under the assamtitat the system condition after a maintenance is worse-tiew but
better-than-old. Despite thos&ats, modeling IM &ects in the context of degradation processes is still natggcand mainly
mimics the ideas of lifetime-based IM models (see e.qg., 282~ Furthermore, in most existing models, past and pitdd&actions
are linked by the memory assumption [26]. This assumptidroigever not easily verified in practice owing to the stodlcastture



of degradation processes. How to break this strong assomiatireach more feasible past-dependent IM models remainpen
issue.

PdM policy specifies actions to be adopted at decision epoabad on the system health evolution. In the literaturegldieo-
ration of such a policy has mainly focused on inspection dales and thresholds for preventive maintenance decisiaking [27].
A policy with periodic inspection and fixed degradation-dshreshold is perhaps the simplest one (see e.g., [28, 2Bi$ sim-
plification allows easy applications in practice, but alepiies a non-optimal maintenance policy. Therefore, mutdnéons have
been paid to make the policy more flexible seeking highergperance. Some authors suggested non-periodic inspectiames
by adapting the inter-inspection intervals to the system[80], system degradation level [31], system degradatita[32], system
RUL [33], or to the working environment [34]. Meanwhile, serathers proposed using varied preventive maintenancshibicts
(see e.g., [19, 35]). These solutions usually lead to vemptex, even unfeasible, maintenance policies because ighanimber
of decision variables. So, a big challenge is to build an adadM policy, on the one hand, simple enough to facilifaactical
applications, and on the other hand, sophisticated enaufylififl certain performance criteria (e.g., cost, availiy etc.).

The ultimate goal of performance assessment is to optimaiatenance policies by adjusting their decision varialieter-
inspection intervals, maintenance thresholds, etc.) abtlle maintenance performance is maximum. As far as ecanonitéria
and mathematical models are concerned, the performanessassnt can be done by two main approaches [36]. The firsbagipr
relies on the (semi)-Markov decision process and dynamignamming or policy iteration tools [37]. It requires tréorsning
the continuous-state space of degradation processeshimtassociated discrete-state space [19, 38]. Note, howtbegrsuch a
discretization could be undesirable in some cases wher@ttiesic continuity of degradation processes is more ificant for
maintenance decision-makers [10]. The second approamhsativoiding this obstacle. Indeed, using the (semi)-regsive theory
or (Markov)-renewal theory [39], this approach can Hedively applied for degradation processes with contisustate space [40],
as well as with discrete-state space [41]. More importaitthesults in full analytical cost models rather than nuicersolutions
given by the first approach. Recently, several authors hee@ the semi-regenerative technique to evaluate and agtiimé long-run
maintenance cost rate of static maintenance policies (see[42, 43]). This technique is even more meaningful in¢betext of
adaptive PdM policies [40, 44], but mor&art in mathematical formulation is, no doubt, required [45]

1.2. Contributions and organization

In this paper, our ambition is to seek answers to the abovatioreed shortcomings of the PdM modeling. Consequentigva n
adaptive PdM model is developed for a continuously detatilog single-unit system subject to periodic inspectiorpérfect repair
(IR) and perfect replacement. The inspection and replaneare assumed memoryless, while the repair is past-deptimndthe
sense that it cannot bring the system back to a degradatieltletter than the one reached at the last repair [29]. Tackerize such
an imperfect #ect, we sample the system degradation level after a rejpair & probability distribution truncated by the degradation
levels just before the current repair and just after therigsaiyreplacement. This allows breaking the memory assumptiaallys
made in the IM modeling (see e.g., arithmetic reduction 2y or Kijima’'s type model [25]). We also take into accouhe
impact of maintenancefieciency on the system degradation behavior via the rand®ecteof an IG degradation process. Indeed,
expressing its shape parameter as an increasing functiba degradation level returned by a system répgitacement, we consider
that the system degradation is faster and more chaotic wieemaintenancefigciency is lower. Some real-world examples of this
phenomenon are the degradation paths of gyroscopes arghtifans provided respectively in [46] and [47]. Besides,¢bnsidered
maintenance actions consumé&elient duration and incur fierent costs. All of them should be properly coordinated atmifying
policy to enable the best maintenance performance. Usmgytbtem RUL and the maintenance duration as decision \esjabe
build an adaptive PdM policy that allowd {o determine the right moment for a switch from periodigiestion to a maintenancéi,)(
to dynamically schedule maintenance times, aimjitp select the suitable maintenance action (i.e., eitharlperfect replacement)
at a scheduled time. Interestingly, the versatility of dexi variables fiers a good compromise between simplicity and performance.
To assess the economic performance of the policy in the fangwe analyze the probabilistic behavior of the maintdisygstem at
steady state, and analytically evaluate its maintenansterate using the semi-regenerative technique. The méioudty lies in the
difference in the nature of decision variables. We thus tramsédrthese variables into associated degradation levalseacome
this obstacle. Various numerical experiments and comparstudies with benchmarks undeffdrent system configurations allow
to illustrate the developed adaptive PdM model, and to cworifs cost-&ectiveness.

The paper remainder is organized as follows. Section 2 escthe considered maintained system. Its probabilistiabior at
steady state is analyzed in Section 3. Sections 4 is devotée tost model formulation and optimization for the maimed system.
Section 5 gives more insight into th&ectiveness of the proposed adaptive PdM model thanks to meahassessments. Finally,
conclusions and perspectives are discussed in Section 6.



2. Description of the maintained system

Let us consider a continuously deteriorating single-uystam subject to inspection, imperfect repair and perfegtacement.
Its health state at time> 0 is completely characterized by a scalar random varigbte 0, with x; = 0. In the absence of repair or
replacement, the system evolves from its new state H;e=, 0) to its failure state (i.eX; > L) following an increasing stochastic
degradation proce$X:}-o. Each of maintenance actions has its ofie@s on the behavior ¢K:}..o and incurs diterent cost. From
an economic viewpoint, they should be coordinated into fiathadaptive PdM policy. The aim of this section is to modelsa
maintained system based on the assumption{¥at acts like an inverse Gaussian process. To facilitate thgoeinension, the
following description focuses on tHg + 1)-st repaifreplacement cycle which is the time interval between twacessive end-of-
repaifreplacement timeg; andE;j.1, with Eg = 0 andj € N.

2.1. Degradation modeling

LetS; be the starting time of a repaieplacement within the cyc[EJf“, E]f;l , the system degradation 0\{&;, Sj] evolves from

XET = X; following a stationary IG process with shape param/e(e«j) and scale parametgr> 0
Xdgrates, ~ 169 (/l (Xj)»/l)- ()

The shape functiomz(x,—) is the sum of two elementsi)(a constanfi > 0 characterizing the proper dynamics of the system
degradation, andiij a functionul(xj) > 0 representing thefkects of repajireplacement actions befotg on the dynamics of
{Xt}EJfSt<Sj via the recovery degradation leve|

p(x) = po+pa(x;). 2)
As in [48], we shall expregs; (xj) as an increasing function a&f with x4 (0) = 0 to take into account the phenomenon that the lower
the dficiency of past repairs, the more the system is chaotic amkvaible to degradation. Therefore, the degradation inemém
between two times andt, with Ej* < s<t<S;j,is |G distributed with shape parame;e(rx,—) -(t — s) and scale parameter (t — )2,
e, X - Xs ~ TG (u(x))- (t—9),2-(t—9?). Its probability density function (pdf), cumulative digttion function (cdf) and
survival function (sf) are respectively

2
) e 997 = AT gl (o) 9) )
Fhoua)- (=9.4-0-97) = \/; exp[ 2% (x;) X Lix>05 (3)

o st )

F_(X;,U(Xj)'(t—S),/l'(t—S)z)=‘D{—\/g'{ﬁ—(t—s)]]—exli)[%]'@[—\/g'{ﬁ+(t—s)]]’ (5)

where 1, is the indicator function which equals 1 if the argumentigtand O otherwise) (-) denotes the standard normal cdf

1 t?
D(x) = \/_Z Im exp(—i)dt. (6)

These probability functions are the basis to develop th@sty law and the cost model of the maintained system (setéds 3
and 4). The IG degradation proce&8% (u(x;), 1) has the mean rae(x;) and the variance rajé (x;) /4 over| E7, Ef,, | Despite
its stationarity over a given repgieplacement cycle, this process is non-stationary fronredgccycle owing to the randomness of

Xj,jEN.

x|~

F(xu(x) t-9.1-(t-9?) =0

2.2. Inspection and remaining useful life estimation

The inspection is merely an information-taking operatiat reveals perfectly the current hidden degradation leftble system.
We assume that the inspection takes negligible time and b&fect on the system degradation behavior. This is why the syste
degradation level just before and just aftek-¢h inspection timek € N*, during the cycle[E*, Ej++l] remains unchanged (i.e.,
Xro = X1 = X1).

Given Xr,,, we can further access the system RUL using the degradataieldGP (,u (x,—),/l). Indeed, let. denote a fixed
failure threshold, if no more maintenance action is planmtieel system RUL aTjx given Xy, = Xjx < L andXEJf = Xj < Xjk IS



defined by the random variable
Rry, = inf{r > 0: Xr,r > L | Xr, = Xji Xer = X} (7)

We are interested in the sf and the standard deviation (st} pwhich are measures of tipgedictive system reliabilitand of the
prognosis precisiomespectively. The increasing 6GG# (,u (x,—) , /l) allows to compute the sf d&®r,, atr as

F_RTj_k|XTj_k,XEj+ (7 1 %540 X)) = P(Xrper < LT X7y, = Xjio Xer = %) = F (L= X (%)) - 1,2 17), (8)

whereFx_,, _x. (-) is given by (4). Meanwhile, the std &%, can be obtained frOFﬁ_RTjk\ijk,fo (r | Xjk» Xj) as follows
y u ]

S (Rrye | Xry, = Xiue Xey = %)) = @ VB DO B+ D@ - P+ DOB +he @ O

whereg = ﬂ(Xj’k, Xj) = ,//l . (L - Xj’k)/lu (Xj). We remark that bOt"F_RT,»\k\XTj\k,XE; (r | Xjk Xj) andS(RTka [ Xi = Xjko XET = Xj)

are independent of the inspection tirfigx, and always decreasing with respectxg or x; (see also Subsection 2.6). This
property makes these measures more versatile for preglictaintenance than the degradation levéls and XEJ_+. We shall use
S(RTLk | Xrj) = Xjio Xe: = xj)to decide a switching from an inspection to a maintenance mispection timd j x, andF—RT;,k\XT,;ksXE; (r | Xjks X
for maintenance planning because of the time nmnark

2.3. Replacement and repair

The replacement is a perfect action that always makes thersy&GAN independently of previous system states and isterv
tions. It takes a fixed duratigsiy due to, e.g., the material set-up, the system dismantlidgeassembly, etc. During the replacement
duration, the system is assumed inactivated. Therefoaggplacement starts &, it will end atEj.; = Sj + po. The corresponding
system degradation levels axg, = XE]—+1 andXEj++1 =0.

The repair, on the contrary, is an IM action whose duratiahefiiciency depend closely on the system degradation levelsiedu
by the last replaceme’nepairXEJf and at the beginning of the current repy;. More concretely, the repair duration includes not
only a fixed duratiopg due to the same reasons as in the replacement, but also bleatiaationo; (XE;, ij) depending orXs;
andXEj+

P(XE;,Xsi) =po+p1 (XE;,Xsi), (10)

with p; (0,0) = 0. Especially,o; (XE;,XSj) > 0 is an increasing function O(ET and Xs;, because a higher degraded system (i.e.,
higher Xs;) which has been undergone more repairs since the last reesrace higherXEJf) requires naturally a longer repair
duration [44]. Throughout the repair, the system is inatéd: Xs, = XE;+1 with Ej,1 = S; +p(XEj+, Xsi). Once the repair ends, the
system degradation is returned to a random level bet\MejeandXSi (i.e.,XE; < XE?A < Xs;). Such a condition implies the impact
of previous maintenance actions on the current repait Q(,:_e; < XEJ_++1) while retaining the inherent better-than-old charastari
(i.e.,XEj++1 < ij+) [21]. Evidently, a system, which has been repaired sevienak since the last renewal, is subject to lowficency
even the same repair quality [29, 49, 50]. To model such arrefiiency, we represemEit1 as a random sample of a truncated pdf
with lower boundXEj+ and upper boun&(EL1 [51]

Xe:, ~ g(xj+1 | Xe:, Xs,-)~ (11)

This model allows avoiding the strong memory assumptiomlismade in the IM modelingthe system after a repair is put back to
an exact deterioration level where it was in the pésge e.g., [22] and [25]).

2.4. Maintenance costs

We denoteC,, C, andC, the constant unit costs for inspection, repair and replacemespectivelyC, andC, include already
the inspection cost. Thefects of maintenance actions on the system degradation imphelationshifC, > C; > C, > 0. Besides,
depending on the system state at a maintenance time, additiosts could be considered. During a preventive maintaa
running system is inactivated at a constant cost GiteWhereas, a failed system induces an unavailability cosbastant rate
C, from the failure time to the end of the next corrective maiaigce (i.e., also including the required duration for therexive
maintenance). Since the system unavailability is unfanesie incurs a higher cost rate than the system inactiviey,&, > C; > 0).
Therefore, the cumulative maintenance cost incurred itithe interval [Qt] can be expressed as

CH=Cmn Nm(®)+C N (1) +Co-No () +Ci - 1 () + Cy, - U (1), (12)



whereNn, (t), N; (t) and N, (t) denote respectively the number of inspections, of repaidsad replacements up to tintel (t) and
U (t) are the total duration of system inactivity and unavaiigpih [0,t]. Our aim is to build an adaptive PdM policy allowing the
lowest long-run maintenance cost rate [52, chapter 11]

. C(t

Co = lim ﬁ (13)

tooo  {
with C (t) given from (12). Note tha€,, C; andC, are given incost unit C;, C, andC,, are given incost unittime unit andl (t),
U (t) are given intime unit The cost unit may be U.S. Dollar, Euro, British Pound, ettile time unit may be month, quarter, year,
etc. The cost unit may be U.S. Dollar, Euro, British Pound,, @nd time unit may be month, quarter, year, etc.

2.5. Policy structure

Seeking the lowest,, leads to two questionsi)(when should we intervene on the system? airjdahat should we do at an
intervention time? Following the PdM concept, we rely ongtteof RUL to decide, at a periodic inspection time, whetheantinue
inspection or to switch to maintenance. If the latter is @mgsve next use the sf of RUL to determine a proper mainternémee The
nature of maintenance operation (i.e., repair or replacémell depend on associated maintenance duration. As3h [Be prefer
using a parametric structure (with decision varialdles, « andr) to build the desired PdM policy. Consequently, the maiaree
plans and decision rules over thie+ 1)-st maintenance cyc{Ej*, EY ] with XE;, are schematized in Figure 1.

j+1
@
T = process block

inputoutput

Xe+
i / block
3

decision block

—> S(Rry | X7 Xer) > 02

yes

inspection at maintenance plan at
Tik < Tix+9 S Ti+ (@, Xr Xer )
LM X, 9 42 L2 >~ _no, no

yes yes

yesl
CR starts affjx CR starts a6; PR starts aB; IR starts atS;
Eji1 « Tk + po Eji1 < Sj+po Eji1 < Sj+po Ejx1 < S; +P(XE;,XSJ)
Xe, < 0 Xe, < 0 Xer, < 0 Xer, ~ 9(¥| Xe;. Xs))
@ @ @ @

Figure 1: Maintenance plan and decision rules ovel thel)-st maintenance cycIFEj*, Ejtrl]

The system is regularly inspected at tinfgg = Ej + k-6, withk = 0,1, 2, ..., and inspection periodl > 0. Note that the moment
Tio=E; ofthe cycle[E]ff, E}ll] is just a “fictional” inspection time, at which the system detation level has already known by the
last repai/freplacemenl(Ti+0 = XEJ_+. This is why no cost is counted & = E;. GivenXs,,, the following rules are adopted.

1. If Xy, > L, the system has been failed within the inte@lk_l,Tj,k], and a corrective replacement (CR) starts immediately

atTjy. After the CR, the system is AGAN (i.(=).<,Ej++1 = 0 with Ej41 = Tjx + po).
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2. If Xy, <L andS(RTi‘k | XTi‘k,XE;) < o, the system is still running &tk and its RUL can be predicted with an acceptable
precision. No further inspection is thus needed, and themaintenance is planned8f = Tjx + ¢ (a, XTjo XE;) with

l,b(a’, XTj_k’ XEJ+) = {r >0] F_RTj\klej,k'XEi* (r | Xjks Xj) = (I} (14)

and 0< a < 1. The decrease ‘ﬁRTLKIXT,-.k»XE; (r | Xjks x,—) allows dynamic maintenance times adaptive to the degi@dkgvels
Xe: and Xr,, while keeping the system reliability at a desired lewelThe choice of a maintenance action depends on the
degradation leveXs, and on the associated maintenance duration.

(@) If Xs; > L, the system has been failed within the inter(\k'q[k, S,—], a CR with duratiomy is triggered immediately &8;
to reset the system to an AGAN state (i)cé)ET+1 = 0 with Ej;1 = Sj + po).

(b) If Xs; < L andp(Xe:, Xs;) > 7, the system is still running &;, and the “long” duratiom (Xe:, Xs, ) implies that an
imperfect repair (IR) is not appropriate for the currentmt@nance. This is why a preventive replacement (PR) shauld b
carried out immediately &;. After the PR, the system is AGAN (i.@(;gj++1 = 0 with Ej41 = Sj + po).

(c) If Xs; <L andp(XEJf,ij) < 7, we perform an IR immediately &; on the running system because of its economic
efficiency. After the preventive IR, the system degradal(@jq1 returns to a random level betweki@; andXs, such that
Xe: | ~ g(yl Xe:, Xs,), whereEj,; = S +p(XEI+, Xs;) andgis a known truncated pdf.

3. If Xr < L andS(RTi‘k | XTivk,XEJT) > o, additional inspections are needed to reinforce the pretisf RUL prediction.
Accordingly, the decisions is postponed to the next ingprtime atT .1 = Tjx + 6.

The next maintenance cycle begind=t, with initial deterioration IeveXEitl. For this maintenance policy, the decision varialsles
o, @ andr are parameters to be optimized. To highlight their imparéamve call the policys, o, , 7).

2.6. Numerical illustration

For a numerical illustration, we consider a maintained leingit system defined bl = 15’“(XET) =1+01- XE;, A =4,
p(XE;,ij) = po + p1 (XE;,XSJ-) =1+01- XET + 0.2 - Xs;, @ continuous uniform pdf fog (Xj+1 | XE;,XSJ.), 06=3,0=11,
a = 0.95 andr = 4. We first sketch in Figures 2a and 2b the Shapngqfk\xTLk,xE? (r | Xjk» x,—) andS(RTj\k | X7, = Xjko XEJ_+ = x,—)
respectively. Obviously, they are decreasing with resfzextx andx;, hence easily controllable and more informative than the so
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Figure 2: Shapes of the sf and std of the system RUL

Xt Or XEj+. We next represent the schematic behavior of the maintaystém and the associated maintenance actions in Figure 3.
For a specific explanation, let us describe what happensesytstem during the fourth maintenance C){ﬁg, Ej{] (see Figure 3a),

the system behavior and the maintenance actions over othlsare similar. As shown in Figure 3b, the std of the sydRish

at the three first inspection times of the cycle is still geedhan the threshold, so further inspections with periatiare needed.

At the fourth inspection tim&@s4, the RUL stdS(RT3_4 | X745 XEg) < o, no more inspection is thus required, and a maintenance
action is planneg (e, Xr,,, Xg; ) time unit later as depicted in Figure 3c. At the maintenairoe 85 = Tau + ¢ (@, Xr,,, Xe; ), the
system degradation level is still smaller than the faillmesholdL (see Figure 3a), so a preventive action is immediately earri
out on the running system. Since the duration required fepairp (XEg, X33) is less than the threshotd the maintenance action
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Figure 3: Schematic behavior of the maintained system uthégpolicy (6, o, @, 7)

is an IR instead of a PR. During the IR, the system is inacvaiAfterp (XEE’ ng) time unit, the system degradation is returned
to a IeveIXEI ~ g(x4 | XEg, ng), and the maintenance cycle ends. We can find that the fixeshibldso- andr in Figures 3b and
3d correspond to variable degradation threshajdand x; in Figure 3a (see also Subsection 3.1 for the definitiom,0éind x;).
Besides, a single threshatdcan match with various waiting times depending on the systegradation state (see Figure 3c). This
high flexibility confirms the versatility of thés, o, a, 7) policy without a large number of decision variables.

3. Probabilistic behavior of the maintained system at steady state

Evaluation of the cost rat€., requires the knowledge about the probabilistic degraddt@havior of the maintained system at
steady state [10]. In this section, we take advantage ofdhe-s2generative properties of the degradation proéss, to derive
such a stationary measure. Indeed, gi\)@jﬂ returned by a repair or replacement at tilag j € N, the future{Xi}.g, of the
degradation proce$X}io is conditionally independent of its pa$t}o«ig,. Following [54], {Xi}»o appears as a semi-regenerative

process with an embedded Markov renewal pro@)sfj*}jeN, whereY; = XEJ_+ denotes the system degradation level at the semi-
regenerative timEj+. The Markov chair{Yj}jEN starts fromYy = 0, takes the value in the continuous state spack)[@nd comes
back to O (i.e., a regeneration set) almost surely due t@cephent actions. According to [55, Chapter VII, Section{S&’]}jeN is
Harris recurrent and has an unique stationary measwfgich is the solution of the following invariance equati@é[ Chapter 10]

71'(de+1) = j[;’L) P(Xj, de+1)ﬂ'(de) s (15)

whereP (x,—, dx,—+1) stands for the transition pdf ({)Yj}jeN from XEJ_+ = Xjto XE,»tl = Xj+1. We seek hereinafter a closed-form expression

of P(x,—, dx,—+1), and thence a solution for (15).



3.1. Transition probability density function(Rj, dx,—+1)

The main dfficulty in formulatingP(xj,dxj+1) is the diference in the nature of the decision threshaldsdr. To overcome
this obstacle, we first convert all these thresholds intatreesponding degradation Ievexls(xj) andx, (x,—) such that

X (%)) = inf {x; < xjx < L S(Rry, | Xr, = Xjio Xer = %)) < 7, (16)

and
X (xj) = min{L,inf {xs > x; : p(Xer = X}, Xs, = X5) > 7}, an

whereS (RTj,k | X7, = Xjko XE; = x,—) andp (XE; = Xj, Xs; = xs) are given from (9) and (10) respectively. Next, we exhae$tiana-

lyze all maintenance scenarios o%Eﬁ*, Ej++l] based on the system degradation, affielctuate associated probabilistic computations.

Consequently, we obtain the closed-form expressidﬁ(onfj, de+1) as

P(x,—,dxm) =do (dx,—+1) . p(xj) + f (x,—+1 | x,—) - OXje1, (18)

wheredy () stands for the Dirac mass at@(xj) denotes the probability that the system is AGAN due to a PRRor C
P (%) = L () G} * Losxyr) * (P2 (%3) + P2(%i) + 03 (X)) + Pa (X)) Losryx, (1) . x))
+Ps (Xj) : 1{)((,(Xj)SXj<XT(Xj)} + 1{)((,(Xj)<XT(Xj)SXj<L}7 (19)
and f (le | x,—) is the pdf of the system degradation state after an IR
f (Xj+1 | Xj) = (fl (Xj+1 | Xj) + fp (Xj+1 | X]-)) . 1{Osxj<x(,(xj)<x,(xj)} + f3 (XjJrl | x]-) . 1{)9,(xj)sxjsx,(xj)}' (20)
In (19), p1 (), P2(;), Ps(X;), pa(x;) andps (x;) are respectively the transition probabilities conditiooraXe: = x; such that

e aPRoraCR starts after 1 inspection period (Wh, > X, (x,—))

pr (X)) = F (% (%)) = x5 () - 6.2+ 67). (21)

a PR or a CR starts after 1 inspection period (wit{x;) < Xr;, < X (;))

x,(xj) _
P2 (X)) = Lr(x;) F (% (%) = Wi () - 0 (@ wo %)) 4 02 (e, W, ) - (W= 552 (x) - 6,4 6%) dw, (22)

a PR or a CR starts after at least 2 inspection periods &ith, > X, (Xj), k=1,2,..)

(x) e
paia) = [ F (ke x) - i) -4 07) 1 (w ki (x) .4 () o (23)

k=1

a PR or a CR starts after at least 2 inspection periods (xyi(lx,—) S X1 < X% (x,—), k=1,2,..)

i) = [ e (x) - ) 0 0r20) 102 020)

( ) oo
X ( Xj

i k=1

a PR or a CR starts without any inspection before
Ps (X)) = F (% (%)) = X552 (%)) - (@ X3, %) 4 2 (@, %3, ). (25)

while in (20), f; (le | Xj), fo (le | Xj) andf; (le | Xj) are the transition pdf conditional O(E; = X; such that



e an IR starts after 1 inspection period

x(x;)
f1 (Xj+l | Xj) = L ) L0 <x157) - Q(Xj+1 | Xj,Z)
o\

X [j);xr(xi) ]_{w<z) - f (Z— W;ﬂ(Xj) . lﬁ(a’,W, Xj),,l . ';02 (a, A Xj)) - f (W— xj;,u(xj) 26,1 (52) dW) dz, (26)

(%

e an IR starts after at least 2 inspection periods

(%) %(x)
fa (Xj+1 | Xi) = fx,(xj) Lxar0x<xuazs) g(Xj+l | Xj, S) . {L{(Xj) Lizey - f (S— Zu (Xj) ) lﬁ(a, z Xj) AP (a/, 2 Xj))
% () )
X[\f; f (Z— W;p(xj) 26,4 (52) . kzz; f (W— Xj;,u(xj) k8, A (ké)z)dw)dz} ds  (27)

¢ an IR starts without any inspection before

x ()
fs(Xi+1|Xj)=fX | Ly asoyxgaw) -9 (Xien | X5 W) - F (W= x50 (%) - v (@ %5, 1) - 92 (@, %, %)) dw, - (28)
i

wheref (-;-,-) andF (-; -, -) are derived from (3) and (5).

3.2. Stationary probability density functi@r(dxj+1)

From the closed-form expression (18)R)(fx,-, dx,—+1), we can derive the stationary pd(dxm) as a convex combination of Dirac
mass function and a continuous pdf

T (de+1) =a-dp (de+1) +(1-a)- b(Xj+1) . 1{O<xi+1<L}de+1* (29)
where
a= ! and b(x,-ﬂ) = _a . B(xj+1). (30)
1+ j(‘)L B(Xj+1) de+1 (1_ a)

The value ofa has to belongs to [d] as it is a probability. Whea = 0, the system is never replaced at the end of a maintenance
cycle; on the contrary, a replacement is always performeghah= 1. To obtain the values CB(X]‘+1), we divide the value interval

(0, L) of xj.+1 by N sub-intervals with same length= ﬁ: Xj+1,0 = 0, Xj+1n = L, andXjzam = m-hwithm=1,...,N. Next, we
approximateB (Xi+1) with 0 < Xjs1 < L by Bm = B(x,-ﬂ,m) withm=1,...,N, such that

B=M1.q, (31)
T T
whereB = [Bo BN] ,q= [qo qN] , andM = (Mmn)ocmnen IS @ lower triangular matrix with
h
Mum = 1-ZKmm — m=1..N,
an = _thn, 1S n<m< N,
h
MI’T'I,O = _EKmo, m= 1,...,N,

Moo 1.

The quantitieg, = q(xj+1,m) andKmp = K (XHLm | Xj’n), withn=1,...,m, are given by

A(xje1) = (f2 (X521 0) + f2(xj41 1 0)) Lixix0) * Lix (@<x(0))> (32)

and
K (e 1) = (1 (X2 15) + F2 (%542 19)) - Lossax, () (o)) + T3 (%552 1) L () () (33)
wheref; (x,—+1 | x,—), fo (x,—+1 | x,—) andfs (x,—+1 | x,—) are given from (26), (27) and (28).
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3.3. Numerical illustration

Based on the maintained system definedLby: 15,p(XEj+) =1+01-Xe:, 4 = 4, p(XET,XSj) = po + p1 (XE;,XSJ.) =
1+0.1- XEJ_+ +0.2- Xs; and a continuous uniform pdf f@(xjﬂ | XEJ,+, Xsi), our goal is twofold: i) show the shapes (Ff(x,—, dxj.+1
and ofr (de+1), and (i) validate their mathematical development.

To illustrate both Dirac part and continuous partRfx;, dx;,1), we consider two configuration0 < x; < X, (x;) < X (x)}:
Xj=3,6=3,0=11a=09571=4,andX (x) <X < X (x)}: X = 7,6 = 3,0 = 1.5, = 0.95,7 = 4. The others (i.e.,
{XT (x,—) < Xg(x,-),o <X < L} and{xg(x,-) < X (x,—) <Xj< L}), which merely correspond to a Dirac measure at 0 with mageitL,
are omitted. We next use twoftérent methods to sketch out the shapé’(ﬂ‘{j, de+1) in Figures 4a and 4b. The solid black curves

So(dwji1) - p(z)) f(ajn L) - dej So(dwji1) - p(z)) F(@ji | 2)) - dwjn
15 0.3 15 0.3
—O M.C. Sim. ——M.C. Sim. —O M.C. Sim. ——M.C. Sim.
- =8 Num. Comp. = = =Num. Comp. - =& Num. Comp. = = =Num. Comp.
1 0.2 1 0.2
0.5 0.1t 0.5 0.1t
0 : : ) : * S 0 : : 0 :
-1 -05 0 0.5 1 0 zj 5 2510 715 -1 -05 0 0.5 1 0 5z, r; 10 z; 15
Zj+1 Tj+1 Tj+1 Tj+1
(@)xj=36=30=1La=0957=4 (b)x;j=7,6=3,0c=15a=0957=4

Figure 4: Shapes of the transition gRI{x;, dx;1)

are obtained by combining the Monte Carlo simulation (feiteg the flowchart in Figure 1) and the kernel density estiore(KDE)
[57]. Meanwhile, the dashed red curves are returned by threenigal computation of (18) using the well-known trapezui®. The
identical results confirm the exactness of the mathemdtcalulation forP(x,—, dxj+1).

Applying the above methods to the two following configurat®f the(s, o, @, ) policy: 6 = 3,0 = 1.1, @ = 0.95,7 = 4, and
6 =3,0 =15 a=095,7 = 4, we obtain in Figures 5a and 5b the shapes(cllij+1). Once again, the identical results given by

a-do(dwjir) (1—a) b(zj1) - Ljocr, 1<r) - dTjs a-do(deji) (I —a)-b(zj51) - Ljocw, <L) - dTjn1
0.6 0.12r 0.6 0.12¢
—O M.C. Sim. ——M.C. Sim. —O M.C. Sim. ——M.C. Sim.
- -® Num. Comp. = = =Num. Comp. - -® Num. Comp. = = =Num. Comp.
@®
0.4 0.081 0.4
@
0.2 0.041 0.2
0 : : 0 - . 0 : : . - .
-1 -0.5 0 0.5 1 0 5 10 15 -1 -0.5 0 0.5 1 0 5 10 15
Tj+1 Tj+1 Tj+1 Tj+1
(@d6=3,0=11, =09 andr=4 (b)6=3,0=15,a=095andr=4

Figure 5: Shapes of the stationary pC(ﬁXj+l)

both the numerical computation of (29) (i.e., dashed redes)rand the combination of Monte Carlo simulation and of K&,
solid black curves) justify the correctness of the mathé&abtlevelopment oﬁ(dxm).
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4. Long-run maintenance cost rate evaluation and maintenance policy optimization

The aim of this section is to evaluate the long-run mainteaamwst rate (13) using the semi-regenerative technigye [40

Co (6,0,a,7) = I|m cw® = e [C ([E+ ETH])], (34)
et Ex|AEj ]

whereC (t) is given from (12) AE;,, denotes the length of th& + 1)-st Markov renewal cycI%E+ 1+1] with Xgr = Xj € [0, L),
E. [] stands for thes-expectation with respect to the stationary measur®©nce the closed-form expressmn(bi, (6,0,a,7) is
available, we apply the generalized pattern search algor[b8] to search the optimal configurati()dfbpt, Topts Xopt, Topt) of the
(6, 0, a, T) policy.

4.1. Long-run maintenance cost rate evaluation

From (12), we can express (34) as

1 + £+ . + B+
CDO (6» o, a, T) - Eﬂ [AE]+1] ’ (Cm : Eﬂ[ ([E EJ+1])] + Cr Eﬂ[ ([E E]+l )]

0o [Na([E5 B+ [ (7 ] < U (57 B @9

WhereNm([E]+ EJ++1]) N, ([EJ+ Eia ) and No([E+ El 1]) are the number of inspections, of repair and replacememt[E\{eE]+1
I ([E* E+ 1]) andU ([E+ E* ] are the associated durat|0n of system inactivity and ufehisify. Since there is one and only one

maintenance action (e|ther PR, CR or IR) o|f, E}, .

AMXH

)|+ Ex[No([EJLEL])| = 1 (36)

Moreover, we can expre%E+ E;f+1] as[E]ff, Ej+6-Nm ([E+ E;;l])] U [ET +0 - Nnp ([E+ E;f+1]) Sj ] U [Sj, E]f’+1], SO

AEj1 =6 Nu([E[ Efs]) + W([E].Efa]) + 1 ([E] Efa]) (37)

WhereW([E+ E* 1]) denotes the waiting duration before a maintenance staxs #e last inspection OVEEI ] Consequently,
the cost rate (35) is rewritten by

) N ) =) e 1 )

0o (Co-C) B[ (511l + O Ex 1 (57, Ep)]+ o B U (E1 B 09

Co (6,0,a,7) =

In the following, we give the mathematical expressionE,pFNm([E+ E* ])] E. [N ([E+ E* )] E, [W([E+ ET )] E, [I ([E+ ET )]

andE [ ([E+ c )] j+1 j+1 j+1 j+1
T j+1

4.1.1. Expected number of inspections ({\E%*r EJ+1]

Starting atXE € [0, L), the cycle[E+ E* 1] may be stopped) after 1 inspection if O< XE < x(,(XE ) < X,y (i) afterk + 1
withk € N*if 0 < XE < X1 < x(,(XE ) < X710 OF €ven {ii) without inspection |fx(,(XE ) < XE < L. So, the number of
inspections ove['EJ* 1+1] can be expressed as

00

Nm ([EJr E;r+l ) 1{ostj+ <x<,<XEJ+ )SXTLI} + kz:; (k+1)- 1{Ostj+ <XTj\k<X<f<XEj" )SXTLM}' (39)

Its expected value with respect to the stationary measig¢hus computed by

Ex[Nm([Ef. Efa])] = Prma + i (k+12) - Pk, (40)
k=1

where
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¢ Pm1 denotes the probability that only one inspection is perimtmver[E* EJ+l

_ () _
Pmlza~F(XJ(O);,u(O)~<S,/l~62)+(1—a)-fo)Q F (% (%)) = X551 (%) - 6.2+ 6%) - b(x;) dx;, (41)

e Pmk:1 denotes the probability thék + 1) inspections, wittk € N*, are performed ovdiE}, E7, |

X-(0) _
Pmks1 = a-fo F (% (0 -w; 2 (0) - 6,2-6%) - f (w; 1 (0) - k6, A - (k6)?) dw + (1 — @) X

fxg(xj) [fxg(xj) F (% (%) = Wi (X)) - 6,4 6%) - £ (W= x5 (X)) - ko, A - (k8)?) dw |- b (x;) dxj,  (42)
0 X

with aandb(xj) given from (30).

4.1.2. Expected number of repair oJ&, E7,;
Since we can perform an IR OVP:I_E] E+ ] (i) without inspection ifx, (XE;) < XEJ,+ < Xg; < X (XE;), (i) after 1 inspection if
0< Xer < X% (Xer) < Xry, < Xs; < % (Xer ) or (iii) after (k + 1) inspections, wittk € N*, if 0 < Xe: < Xr,, < X (Xer) < Xr,,., <

Xs, < X (Xe: ), the number of IR ovefE?, Ef,, | can be expressed by

00

Nr ([EJr E;r+l]) 1{X<r(XEJ+ )SXElfr SXsi<Xr(XElfr )} * 1{O<XE <X<T(XE )<XT 1<XSJ<X >(E " ; ! 0<XE KT <X >(E )<XTJk 1<Xsi<xf(x‘5j+ )} (43)
This leads us to computg, [Nr ([E+ E]++1])]
Ex [N ([E Efa])] = Pro+ Pra+ D Prica, (44)
k=1
where
e Prodenotes the probability that an IR is performed c{\Ef)r E,+1] without any inspection
X (XJ) 2
Pro=(1-4a)- f - Xj; ,u(x,) ¢(a, xj,xj),/l v (a, Xj,Xj)) - b(Xj)de, (45)

e P, denotes the probability that an IR is performed c{\Ef,'r ET ,| after one inspection

j+1

P.=a- fx’(o) F (% (0) - w; £ (0) - ¥ (., 0), - 2 (@, W, 0)) - f (w; 12 (0) -6, 1+ 6?) dw + (1 - @) - fox’(xo b(x))

X(r(o)
« (f)((f(x)]) F: (XT (X]) — W; /J (X) /4 ((l W, X) /l . lp ((Y W, X])) . (W - X; H (X]) M (5 /, M (5 )dW] dXJ (46)
X Xj ] N

¢ P11 denotes the probability that an IR is performed c{\Ee’r ET .| after(k + 1) inspections withkk € N*

j+1

%-(0) X:(0) )
Puca=a- [ (f() F (% (0) =z (0) v (. 2.0)., -2 (@, 2.0))
0 X (0

X f(z—w;y(0)~5,/l-62)dz)- f (W;/J(O)-kd,/l~(k5)2)dw

(%) (%) x-(x)
O A A I R R R R )

% (X))
x f (z—w;,u(xj)-é,/l-éz) dz)- f (W— Xj;,u(Xj) ks, A (ké)z)dw) . b(Xj)de, (47)

with a andb (x,—) given from (30).
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4.1.3. Expected length of waiting duration O{Erj*, Ej++1]
Following the (¢, o, @, ) policy, the considered waiting duration is the time intéfvam the latest inspection (including the
starting time of a Markov renewal cycle) to the beginning ahaintenance action. Since a maintenance can be done without

inspection, after one inspection or afi@r+ 1) inspections witrk € N*, the associated waiting duration m{ﬁ* E]++1] is either

(i) ¢ (o Xer, Xe: ) if %o (Xer) < Xer < L, (if) ¢ (o Xy, Xe: ) i O < Xer < %o (Xer) < Xry, < L, o Gil) (@, Xryp, Xer) if

0< Xer < Xr,, < % (Xer) < Xr,., < L. We can therefore express the waiting duraWé({E}, Ef,, |) by

W(ET Bal) = 0 (o X Xer) L o )+ 900 X0 X0 ) Lot o]

+ kz:; 1/ (a/, XTjjers XE;*) . 1{OSXE}’ <ij\k<>g,<xEj+ )sXTi‘k+1<|_}- (48)

As such, we obtain its expected value with respeet &s

E, [W([E"’ ET_'_]_ )] = Ewo+ Ew1+ i Ewk+1, (49)
k=1

where

e E, o denotes the expected length of the waiting time just afeebtéginning of the renewal cycle (i.e., without inspection)
L
Ewo=(1-4a)- f lﬁ(a, X, x,—) : b(x,—)dx,—. (50)
%(x)

¢ E,1 denotes the expected length of the waiting time just theidsgiection

L
Ewi=a- lp(a,w,O)-f(w;p(O)-(S,/l-(Sz)dw

%-(0)
+(1-a)- fxa(Xl)[f( )¢(a,w,xj)-f(W—xj;u(xj)-(s,/l-(sz)dw)-b(xj)dxj, (51)
X\ Xj

e E, 1 denotes the expected length of the waiting time jusi{khe1)-st inspection

X(0) L
Ew,k+1=a-f ( w(a,10)~f(z—w;y(0)~5,/l~62)dz)-f(w;p(O)-k(S,/l-(k(S)z)dw
0 X-(0)

%:(x;) % (%)
e [ st 1)

x (W= x5 (x;) - k8, 2 - (k8)?) dw) -b(x)dx;, (52)

with aandb(xj) given from (30).

4.1.4. Expected length of the system inactivity duratiaer {ET E]f;l
During a preventive maintenance (i.e., either a PR or anth®)considered system is inactivated. Such an inactivitatthn
over[E+ E1++1] can be obtained by analyzing all possible scenarios of PR or |

([ j+l]) po-1 {all scenarios of PR and IR OVPE E, ] + P1 (XE+ XSO) 1{a|| scenarios of IR ove[rEj*,Ei*+1]}' (53)

However, since the scenarios of PR are burdensome to analgz@opose to base on the ones of CR or IR instead

I ([ET’ Ejtrl]) =po- (1 - 1{al| scenarios of CR ove{Ei*,Ei*+1]}) tp1 (XET’ XSO) ’ 1{al| scenarios of IR ove[rE+ Et ]} (54)

j+1

All scenarios for IR have been analyzed in Subsection 4itLi&,enough to seek the scenarios of CR to make clear (54).r Ove

[E+ E1++1] a CR may be carried out either

1. without inspection i, (XE;) < XE; <L < Xs,,
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2. with one inspection:i) at the 1-st inspection if & XE; < XJ(XE;) < L < Xq,,, (ii) after the 1-st inspection if & XE; <
Xo (XET) < X‘rL1 <L< XSO,

3. or withk + 1 inspectionsk € N*: (i) at the(k + 1)-st inspection if 0< Xe: < Xr, < X, (Xe:) < L < Xr,,.,, (i) after the
(k + 1)-st inspection if O< XE+ < X7 < x(,(XEJf) < X1 < L < X,

Therefore, we can expreisé[E+ El ) as

I ([E E1+1]) Po (1_ 1{ (XE )<><E <|_<st} - 1{0<><E 4 <Xy (XE )<|_<ij_1} - 1{o<xE <x<,(X )<xT <|_<x50}

00

(o)
S -5 o)
L 0<><E <xTJk<>g Xes <|_<><le A 0<><E <xTJk<>g Xer )<><le 1<|_<x50} i {OSXU(XEJ?')SXE}'SX50<XT(XEJ?‘)}

+p1 (XE;’ XSo) : 1{O§in+<x<,(in+ )ngngxso<x,(in+)} + ;pl (XE;’ XSo) : 1{0<><E <Xr i Ko (xE [E 1<Xso<xr(><5j+ I3 (55)

Its expectation with respect tois computed by

Ex [' ([E+ ET+1])] ' (1 —Pco—Pe1i—Peis— i Pejrsi — i Pc,k+l,s] +Eio+E 1+ i Eirks1s (56)

k=1 k=1 k=1

where

e P.o denotes the probability that a CR is performed without aspéction

Peo=(1-4)- f L—Xj;u xJ) zp(a,xj,xj),/l-¢2(a,xj,xj))-b(xj)dxj, (57)

Pc1i denotes the probability that a CR is performed at the 1-gicison

Peri=a-F(Liu(0)-61-6%)+(1-a)- f = (L= xiu(x)) - 6,4+ 6%) - b(x;) dxj, (58)

Pc1.s denotes the probability that a CR is performed after theitsgtection

b , 2 , 2 %
Pc,l,s=a-L(O)F(L_w,y(O)-w(a,w,O),A.w (a,W,O))-f(w,p(O)-d,/l-d)dw+(1—a)-f0 b(x;) x

L
(f() (L Wy(x,) w(a,w,xj),/l-(//z(a,w,x,-))-f(W—x,—;y(x,—)~5,/l-62)dw)dx,—, (59)
X\ Xj

P.k+1; denotes the probability that a CR is performed at(he 1)-st inspection

X-(0) _
Pc,kﬂ,i:a-f F(L-w;u(0)-6,2-6%) f(w;u(0)-ks, - (ko)) dw + (1 - &) x
0

(%) (%) _
jo‘x (\/: F(L—W;,U(Xj).(i,/l-(SZ)- f(W—Xj;,u(Xj)'ké,/l-(ké)z)dw)-b(Xj)de, (60)

P.k+1,s denotes the probability that a CR is performed after(khe 1)-st inspection

X-(0) L _
Pc,k+1s=a~fo (f(o)F(L—z;,u(O)~(//(a,2,0),/1-w2(a,2,0))~f(z—w;,u(0)~5,/l~52)dz)
X (Wi 2 (0) - ko, 2 (k6)2) dw -+ (1— ) - f (X’)[f (X')UL(X L-zu(x)- (@ 2%), 292 (22.%))
x f(z—w;p(x dz) F(w=xj(x)) - k&,/l~(k5)2)dw)-b(x,—)dx,—, (61)
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e Ei; o denotes the expected length of the system inactivity whenspection is performed ov%E*, E]++1]

x(x;) %(x;)
Eiro=(1-4a)- ) b(Xj)[f pl(x,-,w)~ f(W—x,—;p(xj)-w(a,xj,xj),/l-(//z(a,x,-,xj))dw]dx,-, (62)

X(r(Xj j

o E;,1 denotes the expected length of the system inactivity whasgdeiction is performed ov#lEj*, j++1]

X (0) X(0)
E 1=a- L,(O) (fw 01(0,2) f(Z—W;,u(O)-t//(a,W,O),/l-lﬁz(a,W,O))dZ)- f(w;p(O)-é,/l-(Sz)dw
(%) x(%) x(%)
+(1—a)-foxa [L o) [fw p1(x}.2)- f(z—w;u(xj)-¢(a,w,xj),d-lpz(a,w,xj))dz]
x (W= xj; (%)) - 6,4+ 52)dw) -b(x)dx;, (63)

¢ Ei «:1 denotes the expected length of the system inactivity wkenl) inspections are performed o»{&*, EF ]

j+1
X(0) X:(0) X:(0) 5
Ei,r,k+1=a'f (f() (f Pl(O,S)'f(S_Z;#(O)"#(CY,Z,O),/l'lP (CY,Z,O))dS)
0 %0 z

X f(z—w;y(0)~5,/l~52)dv)- f(w;p(O)-ch,/l- (k6)2)dz

% (%) (% (6) (e (x) (- pxe(x)
N TR T RN R

x f (z—w;y(xj)-é,/l-éz)dv)- f(w— Xj;/J(Xj) . ké,/l-(ké)z)dz) . b(Xj)de, (64)
with aandb(xj) given from (30).

4.1.5. Expected length of the system unavailability duractiver[E+ E]++1]

Once the system fails, it is unavailable from the failuredito starting time of the next CR and then during the CR dumafidis

is why an analysis of scenarios of system failure and CR allmrdetermine the unavailability duration of the systemfalt, the

duration of system unavailability ov%Ej*, 1+1] is either

a, XE+ XE+ ) . ) . . )
(i) ﬁ) ( ) { (XE}’ )SXE?<Lth}dt + 00" 1{)(0(XEj+ )SXEI%<LSXSO} if the system fails before the first inspection and a CR isqreréd
without inspection,

0 . . . . . .
(i) fo 1{0sXEj+<>ﬂr(XEj+ )<Lsxt}dt+ 00" 1{09(Ej+<>§r(xEi+ )<Lsij_1} if the system failure is detected at the 1-st inspection atkva CR starts,

6+¢(a X-r )

iii -1 if th m failure i rthe 1-stin -
(iii) f {0<XEJ,+<>9,(XEJ,+)<XT1V1<LsXx}dt+ 00 {OSXE?<X(r(XEJfr)<XTj\1<LSXSO} the system failure is detected after the 1-stinspec
tion at which a CR starts,
(k+1)6

(|V) f {0<XE}r <XTj,k<X"(XEi+ )<L§Xt}

dt + oo - 1{
with k € N* at which a CR starts,

02 qu(xE+ )<L<><TJ M} if the system failure is detected at tfie+ 1)-st inspection

(k+1)a+¢/(a X1 s Xer )

v)
fk+1)a {O<XE+<X-|—Jk<x(,(XE+ Joxr, k+1<L§Xt}

dt+p0- 1{
the(k + 1)-st inspection withk € N* at which a CR starts.

if the system failure is detected after
0X e X1y, <Xt )Xo <L Xso )

As a result, we can express the expected length of the systamailability duration ove[E+ EJ++1] with respect to the stationary
measurer as

Ex [U ([EJ+ Ej++1])] =po-|Pco+ Pe1i+Peis+ i Pekssi + i Peksts
P P

(o] (o)
+ Eu,O + Eu,l,i + Eu,l,s + Z Eu,k+1,i + Z Eu,k+1,s, (65)
k=1 k=1
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wherePco, Pe1i, Pcis, Pek+1i @ndPex.1s are given from (57), (58), (59), (60) and (61) respectivalydEyo, Eu1i, Euts Eukeii
andE, k.1 s are represented as follows.

e E, o denotes the expectation of the duration from the systemr&ilme to the starting time of the next CR when no inspection
has been performed

Eo=(-a. [ Uw(a’xhxo F(L-xin(x)-ta tz)dt] b(x;) dx (66)
u0 = w(x) | Jo o HA\Xj ) L j i

e E,1; denotes the expectation of the duration from the systemré&fime to the 1-st inspection time at which the CR starts

Euti =a-fF_(L;p(O)-t,/Ltz)dH(l—a)-fos(fox{r(xj) F (L= p(x)) - t.A-t2) - b(x;) dx; |, (67)

e E, 15 denotes the expectation of the duration from the systernr&ilime to the starting time of the next CR when one
inspection has been done

L W(aw,0)
Eu,l,sza-f (f F(L—W;,u(O)-t,/l-tz)dt)-f(W;p(O)-(S,/l-(SZ)dW
X-(0) \JO

+(1-a)- foxr(xj)b(x;)'(f: U: o F_(L‘W?#(Xi)'e’”ez)de]'f(W‘XJ‘?#(Xi)‘MﬁZ)dW dx;, (68)

(%)

e E, k1 denotes the expectation of the duration from the systemaréatime to thgk + 1)-st inspection time at which the CR
starts

Euesi = - fﬁ (fx"(o) F(L-wu(0)-t,4-12)- f(w;(0)- ks, - (k6)?) dw) dt
0 0
+(1-a)- fﬁ (fxr(xj) (fxr(xj) l:_(L—W;y(x,-)-t,/1~t2)- f(w— Xj;/l(Xj) -k, A - (k6)2) dw] . b(x,—)dx,—]dt, (69)
0 0 Xj

e E, k15 denotes the expectation of the duration from the systeraréatime to the starting time of the next CR whign+ 1)
inspections have been done

X(0) L w(@,20) _
Eu,m,s:a-f (f (f F(L—z;p(O)-t,/l-tz)dt)-f(z—W;y(O)-é,/l-éz)dz)
0 X, 0

-(0)
x (W (8) - ks, - (ko)?) dw + (1 a) - fo&(xo U&(XD UL( ) [fow(alx]) F(L-zu(x) t.1-1) dt)
Xj X \Xj

x f (z—w;,u(xj) 6,1 62) dz)- f (W— Xj;,u(Xj) ks, A (k&)z)dw) : b(Xj)de, (70)

with a andb (x,—) given from (30).

4.2. Maintenance policy optimization

Optimizing the(s, o, @, 7) policy returns to seek the optimal configurat(@gpt, O opt, Xopts ropt) that minimizes the long-run main-
tenance cost ra., (6, o, @, 1)

(5Opt9 O'ODI, a’opb Topt) = arg(tsrﬂ‘l:](ir“ll') {CDO (6’ g,a, T) 6 > O’ o> O’ 0 <a< 1’T 2 ,00} > (71)

wherepg denotes the required duration for a replacement. Even ththeyclosed-form expression 6, (6, o, a, 7) is available, its
complexity does not allow an analytical solution for (7 I)daxumerical methods should be used instead.

To prove the existence c(ﬁopt, T opt Yopts Topt) numerically, we van, o, @ andr in a wide rank, and observe the form of
Cw (6,0, a,7). Repeating such an experiment for various configuratiomeaiftenance costs (i.€C,, C;, Co, Ci andC,) and of
system characteristics (i.&., uo, t1 (+), 4, po, p1 (), 9 (- | -, -)), we can draw a conclusion about the existenc(é&,f[, Topts Xopts ropt).
Although this numerical approach cannot cover all possiblgigurations of the maintained system, it is still an alégive solution
when analytical approach is impossible. To find the optinﬂtim, T opt, Yopts Topt), we propose using the generalized pattern search
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algorithm [58]. Numerous numerical experiments confirnt thas algorithm allows to speed up the optimum finding reégssl of
chosen initial values.

4.3. Numerical illustration

As an illustration, we apply the maintenance c&ts= 2, C; = 20,C, = 100,C; = 5 andC, = 15 to the system considered in
Subsection 3.3. We compute and sketch in Figure 6 the longraintenance cost ra@, (5, o, «, T) by varyingé from 1 to 6 with
step 025, 0 from 0.6 to 1.6 with step 005, a from 0.79 to Q99 with step 1, andr from 3 to 5 with step .. In the Figures 6a, 6b

ot =127 =41

SO - h
SRS |
R 1
8 N e N e e e -
SRR 77 !
S e

74 = =

(b) C (6,07, 0, %)

6* =3.25
7.6
741
B
<
O o72f
<
3
@)
7,
6.8 ‘ ‘ ‘ ‘ ‘
1 2 3 4 5 6
§
() Cw (6, 0, ", T%) (d)Cw (6, 0", 0%, 7%)

Figure 6: Shapes &, (6, o, @, 7) andC, (6*, 0", a*, %) = 6.8163

and 6c¢, 2 among 4 decision variables are fixed and 2 otherswhilg in Figure 6d, only varies. The convex forms & (9, o, @, 7)
confirm the existence of optimal configuration for {dgr, @, 1) policy.

In Figure 6, we find the minimum valug,, (6*, 0", a*,7*) = 6.8163 até* = 4.1, 0" = 1.2, a* = 094, = 4.1. However,
this configuration is not optimal yet, because the chosgicéatfors, o, @ andr are not fine enough. To seek the “real” optimum
(60pt, O opt, Xopts ropt), we use thepatternsearch solver of Matlab’s Global Optimization Toolbox. As shown Figure 7, the
optimal configuration of the above maintained system ished@tdopt = 3.375,00pt = 1.1563,a0pt = 0.94688 andrp = 4 with
Ceo (opt: opt, @opt, Topt) = 6.8085.

5. Numerical assessment

To assess the economic performances oféhe, o, ) policy, comparative studies with benchmark policies agppsed in this
section. The studies take into account the impacts bémint maintenance costs and various system deteriordiamacteristics.
Notwithstanding, we just present hereinafter the resoltshfe maintained system defined by
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Sopt = 3.375, Topt = 1.1563, ctopy = 0.94688, 7, = 4

I initial ] optimal
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Figure 7: Optimization of, o, @, 7) policy with Matlab’spatternsearch solver

a failure thresholdL = 15,

a degradation process with linear shape functieg® (u (x;), 1) = TGP (o + p1 - Xj, 1) = TGP (1 + 1 - ;. 4),

alinear IR durationp (XEJM ij) = po+p1 (XEJM ij) =po+p11-" XEJ* +p12" ij =1+0.1- XEJ* +0.2- Xsi,

a continuous uniform pdf fog (xj+1 | Xe:, XSJ.).

The linear form ofu (x,—) andp (XE;, ij) is inspired by [18] and [59] respectively, while the othergraeters are arbitrarily chosen.
The applied maintenance costs are fixe€at= 2, C, = 100,C; = 5 andC, = 15. Some missing values (i.¢4 andC;) will be

stated latter depending on concrete numerical illustnatio

5.1. Benchmark maintenance policies

Three PdM policies are used as benchmarks. The first oneddall, w, n), is static in the sense that repair and replacement
decisions are not adaptive to the system degradation h&éanwhile, as extreme cases of {hgr, @, 1) policy, the two others,
called(s, o, a, T — po) and(s, o, @, T — +o0), are adaptive, but either the IR or perfect replacementad as preventive actions.

5.1.1. (6, ¢, w, n) policy
The (6, Z, w, n) policy generalizes the PdM policies proposed in [48] and.[&B/er the cycle{E*, Ej++l , the system is regularly
inspected at timeg;x = Ej + k-6, withk = 0,1,2,.... to reveal its degradation level. Give®,,, we adopt the following decision
rules.
1. If X7, > L, the failed system is correctively replaced immediately;at After the CR with duratiomo, the system is AGAN
(i.e., X|5j++1 = 0 with Ejr1 =Tk + 00)-
2. If & < Xy, < L, the system s still running at;jx and its RUL can be predicted with an acceptable precision $etbsection
2.2). So, no further inspection is needed, and the next ewamice is planned > 0 time units later (i.e., 88 = Tjx + w).
The nature of the maintenance action depends on both thadkgn levels, andXE;.
(@) IfXs, > L, a CR with duratiomy is triggered immediately &; to reset the failed system to an AGAN state (i)€;>:i+,+1 =0
with Ej+1 = Sj + po).
(b) If Xs; < L andXEJf > n, the system is still running &;, and the “high” value O'D(E}r implies that an IR is no longer
suitable for the current maintenance. So, a PR should biedamut atS; instead. After the PR, the system is AGAN (i.e.,

XEI?'+1 = 0 with Ej+1 = Sj +p0).

(c) If Xs, <L andXE; < n, a preventive IR is immediately performed3ton the running system. It takps{XEr, ij) time
units, and returns the system degradatf@qu to a random level betweeXEJf andXs; such thal‘)(Ej++1 ~ g(yl XEJ,+, Xsi),
whereEj.1 = Sj +p (XE;, ij) andg is a known truncated pdf.

3. If Xy, < &, additional inspections are required to reinforce the igi@e of RUL prediction. Accordingly, the decisions is

postponed to the next inspection timelgk., = Tjx + 6.
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Figure 8: Schematic behavior of the maintained system &vith2.33,¢ = 11.03,w = 1 andy = 3.53 (i.e., optimal, £, w, ) policy whenu; = 0.1 andC; = 20)

The next maintenance cycle beginsEzﬂl with initial deterioration |eV€KEi*+1- The inspection period, the degradation thresholds
& andn, and the waiting timev are decision variables. Its long-run maintenance cost hisdieveloped in the same way as the
(6,0, a,7) policy. Figure 8 illustrates the schematic behavior of themained system under ti{& 7, w, ) policy. Its meaning is
very similar to the one of Figure 3. Clearly, with fixédw andn, the maintenance decisions of tféeZ, w, ) policy cannot adapt to
the system degradation behavior. So, the comparison betiveés, £, w, 7) and(d, o, a, ) policies allows to see the added values of
adaptive maintenance decisions.

5.1.2. (6,0, a, T — pp) policy and(s, o, @, 7 — +c0) policy
These two benchmarks policies are extreme cases {,thar, 7) policy, where either replacement or repair is used as ptseen
maintenance action.

1. Whent — po, only replacement is implemented for preventive actioraiseP (o (Xe:, Xs,) > 7) — 1. The(s,0,a,7)
policy becomes a pure PR poli¢§, o, @, 7 — po) (see also [53]). The schematic behavior of the maintainetesy under the
(6,0, a, 7 — po) policy is sketched in Figure 9. We find that the waiting tigng) well adapts to the system degradation.

{Xt}fz[] w(“? XT/,A s XE/' )
201 3.6
x inspection ® replacement )
(o)
L 2.7
o)
1.8r
- - Ty
0.9r
I 4 Xy 0 L T L L Il
0 20 40 60 80 100 0 20 40 60 80 100
¢ Tik
(a) System degradation state and maintenance actions (b) Waiting time before the beginning of maintenance aation

Figure 9: Schematic behavior of the maintained system &vithb.75,0 = 1.3, @ = 0.939 (i.e., optimals, o, @, 7 — po) policy whenu; = 0.1 andC, = 20)

2. Whenr — +co, only repair is carried out in preventive decision beca®ife(Xe: , Xs,) > 7) — 0. S0,(5, , @, 7) policy returns
to a pure preventive IR polics, o, o, 7 — +o0). The schematic behavior of the associated maintainedmyistidlustrated in
Figure 10. Obviously, the flexibility of th&, o, @, 7 — +o0) policy is reflected not only by the dynamic waiting tim€-), but
also by the varied value of;.

The comparison between t& o, @, 7) policy and its extreme cases will justify th&ectiveness of hybrid maintenance decisions.
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Figure 10: Schematic behavior of the maintained system &t5.75,0 = 1.3, @ = 0.939 (i.e., optimal, o, @, 7 — +0) policy whenu; = 0.1 andC; = 20)

5.2. Case studies and comparison results
To understand the impacts of the maintenance costs andstemnsgharacteristic on the cost saving, we consider 2 faligease
studies:

1. sensitivity to repair costC, varies from 3 to 39 with step 3, and = 0.1,
2. sensitivity to degradation rateC, = 20, andu; varies from O to B with step 003.

The associated optimal long-run maintenance cost rateeof ttonsidered maintenance policies are shown in Figurearid4 1b.
In each figure, lowers curve correspond to higher economfopeances.

Cupt
Copt

7 33 39 0 0.06 0.12

9 15 21
C, 15

(a) Sensitivity toC, (b) Sensitivity touy

Figure 11: Evolution of the optimal long-run maintenancestcates

The (6, o, @, 7 — po) policy has a constant optimal cost rate in both the situafibecause this pure PR policy is independent
of C; andA;. Meanwhile, using IR as a preventive maintenance actianpther PdM policies have evidently increasing cost rate
with respect taC, and1;. Comparing the cost curves of th& o, @, T — po) policy and(s, o, @, T — +o0) policy, we find out the
effectiveness of each kind of maintenance actions. The rapkaats better iC; or u; is small, otherwise the repair is more profitable.
To make use of their advantage, hybrid maintenance desisbould be resorted to. Indeed, as clearly shown in Figurasafd
11b, the(s, o, @, 7) policy always saves more maintenance cost, and just retoithe pure policies in worse cases. Now, looking at
the cost curves of th@, o, a, 7) policy and the(s, Z, w, n) policy, the former always gives more cost saving. The prefivien higher
whenC, or u; increases. This implies that adaptive decisions allows$st better to the negative impact of maintenance codts, an
to well adapt to the variation of the system degradation bieha
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6. Conclusion and per spectives

The focus of this paper is to develop a coffeetive PdM model for deteriorating systems using periatipéction, IR and perfect
replacement. The development consists of four steps: rmamiis degradation modeling, maintenanea modeling, adaptive PdM
policy elaboration, and long-run maintenance cost ratéuatian. The connection between these steps is especighjighted by
(i) the consideration of the past dependency of IR actionseri@degradation processi)(the use of estimated system RUL and
maintenance duration to enable adaptive PdM decisions(iénthe probabilistic study of the behavior of maintained eystat
steady state based on the semi-regenerative theory. gariguerical experiments and comparative studies showhbateveloped
adaptive PdM model is more flexible, and hence more profitdiale related PdM models.

Despite very encouraging results, our PdM model is stillebasn a strong assumption that the model parameters arelalrea
known. However, these parameters are usually unknown ictipea and should be estimated from the available deg@daid
maintenance data. This is why our future works will focus eerooming this drawback. Some potential perspectives sre a
follows. Firstly, we think of building a testing platform ko deliver both the degradation and maintenance datarédssn is that
most existing benchmark data-detse interesting to test prognostic algorithms, but notaglét for the PdM modeling. Once the
required data are available, we carry out the distribut@adtion for the past-dependent IR and the parametersasiimfor the |G
degradation process. We believe that statistical methamtsoged in [18, 60, 61] can help. Finally, we shall adapt a@MPnodel to
online application by updating the decision variablesdiwihg available monitoring data. Such an online model isentty studied
in [33] under Bayesian framework, but the considered PdNtpoemains relatively simple.
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